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Exam ECON3150/4150: Introductory Econometrics.

This is an open book examination where all printed and written resources, in
addition to a calculator, are allowed. If you are asked to derive something, give all
intermediate steps. Do not answer questions with a "yes" or "no" only, but carefully
motivate your answer.

In this exercise, we will use a data set collected from a sample of US individuals.
The data are described at the end of the exercises.

Start by considering the bivariate OLS-regression that relates individual’s wages
to the number of years of tenure in the current employment relationship

ln_wagei = α + βtenurei + εi.

1. (10 points) Figure 1 at the end of the exercise provides a scatter plot of ln_wage
against tenure.

(a) Explain in words how OLS finds the regression line.

(b) We say that the OLS-estimator is ’unbiased’ and ’consistent’. Explain the
difference between these two concepts.

(c) The Gauss-Markov theorem tells us that the OLS-estimator is also ’effi-
cient’. Explain what is meant by this and what assumptions are necessary
for it to be true.

2. (10 points) Let X̄ = 1
n

∑n
i=1Xi be the mean of the variable X. Show that the

OLS-estimators β̂ and α̂ of β and α in the regression above are

β̂ =

∑n
i=1

(
ln_wagei − ln_wage

)
tenurei∑n

i=1 (tenurei − tenure)2

α̂ = ln_wage− β̂ · tenure

(Hint: Consider the first-order conditions of the OLS objective function and
note that

∑n
i=1

(
Xi − X̄

)
X̄ = X̄

∑n
i=1

(
Xi − X̄

)
= 0. You may use the sim-

plified notation Y = ln_wage and X = tenure in your derivations.)

3. (10 points) Using the output below, calculate the OLS-estimate of β and α.
(Hint: Note that

∑n
i=1Xi = n · X̄.)
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4. (5 points) Say that we omit the constant term from the OLS regression.

(a) Make a rough sketch of the scatter plot in Figure 1 and include an approx-
imation to the OLS fitted line through the scatter plot with and without
a constant term.

(b) Consider that in the true model, α = 0, but that you included the con-
stant term in the regression. How would you expect this to affect your
estimates?

5. (5 points)

(a) Explain what we mean by heteroskedasticity.
(b) Considering Figure 1, would you be concerned about heteroskedasticity

in this case? Why or why not?
(c) How would heteroskedasticity affect the OLS-estimates of our model?

How would you account for this in your estimation?

6. We may be concerned that the bivariate model is inappropriate. Consider the
extended multivariate regression

ln_wagei = α + βtenurei + γ1BlueCollari + γ2WhiteCollari + εi
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where BlueCollar and WhiteCollar are mutually exclusive dummy variables
equal to one if the individual’s occupation is classified as blue collar and white
collar, respectively. The estimation output from this regression is included
below.

(a) (5 points) Give an interpretation of the estimate on tenure.
(b) (5 points) Calculate a 90 percent confidence interval for β. Give an inter-

pretation of this interval.
(c) (5 points) Test the hypothesis H0 : β = 0.05 on the 5 percent-level.
(d) (5 points) Assuming that residuals are homoskedastic, test the hypothesis

γ1 = γ2 = 0. (Hint: Output from the previous regression will be necessary
for this test.)

(e) (5 points) Draw a sketch of the estimated regression lines for the three oc-
cupation groups: Managers, blue collar workers and white collar workers.
Give an interpretation of γ1 and γ2. Discuss whether these estimates seem
reasonable or if you believe that there may be some important omitted
variables or that the functional form may be misspecified.

(f) (5 points) Suppose that you included the variable Managerial instead of
the variable BlueCollar? What would be the values of the coefficients in
this regression?

(g) (5 points) What would happen to your estimates if you included the vari-
able Managerial in addition to the variables BlueCollar and WhiteCollar?

7. (5 points each) Discuss whether each of the following statements is correct or
not. Note that these do not relate to the regression model we studied above.
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(a) With municipality fixed effects in the regression, we cannot include the
distance from the municipality to the closest city in our regression model.

(b) The causal effect of a treatment Di is given by the difference between the
observed outcome of the treated (Di = 1) and the observed outcome of
the untreated (Di = 0) .

(c) In a study of the impact of education on wages, the education of parents
is a good instrument for the education of their child.

(d) Excluding a covariate that explains the outcome will cause estimates on
all included covariates to be biased.

Additional material
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Figure 1: Log hourly wages and tenure
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