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Exam in: ECON 4160: Econometric Modelling and System Estimation

Day of exam: 14 August, 2009. Postponed exam.

Time of day: 9:00-12:00

This is a 3 hour school exam.

Guidelines:
In the grading, each of the 4 questions will count 25 %.

1. (a) Show that the equation

(1) yi = �1 + �2x2i + �3x3i + "i, i = 1; 2; 3; ::::; n;

can be written as

(2) y = X� + "

where y;� and " denote vectors, and X is a suitably de�ned matrix.

(b) Explain why the OLS estimator b� of the parameter vector � satis�es the
�normal equations�, which in matrix notation are given by:

(3) (X0X)b� = X0y.

(c) Consider re-writing (1) as

(4) yi = �+ �2(x2i � �x2) + �3(x3i � �x3) + "i, i = 1; 2; 3; ::::; n;
with � = �1+ �2�x2+ �3�x3; where �x2 and �x3 denote the means of x2i and
x3i (�xk = (1=n)

Pn
i=1 xki, k = 2; 3). Show that the �normal equations�

corresponding to equation (4) can be expressed as:0@ n 0 0
0

Pn
i=1(x2i � �x2)2

Pn
i=1(x2i � �x2)(x3i � �x2)

0
Pn

i=1(x2i � �x2)(x3i � �x2)
Pn

i=1(x3i � �x3)2

1A0@ b�b�2b�3
1A

=

0@ Pn
i=1 yiPn

i=1(x2i � �x2)yiPn
i=1(x3i � �x3)yi

1A .
(d) Show that the OLS estimates b�2 and b�3 are given by the two equations:

s2x2
b�2 + sx2x3b�3 = sx2y, and(5)

sx2x3
b�2 + s2x3b�3 = sx3y(6)

where

s2xk =
1

n

nX
i=1

(xki � �xk)2, k = 2; 3

sx2x3 =
1

n

nX
i=1

(x2i � �x2)(x3i � �x3)

sxky =
1

n

nX
i=1

(yi � �y)(xki � �xk), k = 2; 3:
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(e) Explain why the two parameters �2 and �3 can only be estimated if the
degree of correlation between x2 and x3 is less than perfect in the sample.

2. Assume that the disturbances "i in (1) have the so-called classical properties,
in particular that the variance �2 is the same for all disturbances, and that
the explanatory variables are stochastic.

(a) Show that the conditional expectation of the OLS estimator b� de�ned
in (3) is �, and that the conditional variance of the same estimator is
�2(X0X)�1.

(b) Explain brie�y why the unconditional expectation of b� is �.
(c) Show that the variances for the OLS estimators for the parameters �2

and �3 are given by:

(7) V ar[b�k] = �2

ns2xk(1� r2x2x3)
, k = 2; 3

where r2x2x3 is the squared correlation coe¢ cient between x2 and x3.

(d) Show that the OLS estimator of the parameter vector b� in (3) is consis-
tent.

3. Below we give four di¤erent structures of a partial market equilibrium model:

Structure 1

Qt = 15� Pt + "dt
Qt = �0:2 + 0:5Pt + "st

Structure 2

Qt = 15� Pt + 1:5Xdt + "dt

Qt = �0:2 + 0:5Pt + "st
Structure 3

Qt = 15� Pt + "d;t
Qt = �0:2 + 0:5Pt + 2Xst + "st

Structure 4

Qt = 15� Pt + 1:5Xdt + "dt

Qt = �0:2 + 0:5Pt + 2Xst + "st

The endogenous variable, Pt, is the equilibrium price, and the other endoge-
nous variable, Qt, is equilibrium quantity. Xdt and Xst are variables that
are exogenous in the econometric sense. The disturbances "dt (t = 1; 2 ,...,T )
are independent normally distributed with zero means, and the same is the
case for "st, The disturbances of the two equations are uncorrelated, i.e.
Cov("st,"dt) = 0 for all t.

(a) Discuss the identi�cation of these 4 structural models.
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Figure 1: Scatter plots of simulated data corresponding to to Structure 1-4 in
Question 3.

(b) Figure 1 shows four scatter plots of arti�cial (simulated) data of price
(Pt) and quantity (Qt). Make a guess about which graph ( a), b) c)
and d)) �belong to�which structure (1, 2, 3 or 4). Explain brie�y your
reasoning.

(c) Explain how you would estimate the equations that are identi�ed in the
di¤erent structures.

4. Consider a di¤erent structure from the ones we consider in question 3, namely

Qt = 15� Pt + 1:5Xdt + "dt,(8)

Qt = �0:2 + 0:5Pt�1 + "st,(9)

but where we make the same assumptions about Xdt; "dt and "st as we do in
question 3.

(a) Explain why OLS estimation of a two-equation model, where �rst Qt
is regressed on a Constant and Pt�1, and, second, Pt is regressed on a
Constant, and Qt and Xdt, give consistent estimates of the parameters in
(8) and (9).

(b) Are the OLS estimates also unbiased for a �nite sample size? Explain.
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(c) Consider the result from one of the regressions mentioned in question
4(a):

(10)
Qt = �0:194

(0:2677)

+ 0:4979
(0:0259)

Pt�1

OLS, (Sample is 1-150)

and also the result from IV estimation

(11)
Qt = �0:080

(0:3261)

+ 0:4867
(0:0317)

Pt�1

IV , (Sample is 1-150)

where Xdt�1 is used as the instrument for Pt�1. The correlation coe¢ -
cient between Xdt�1 and Pt�1 is 0:81. The numbers in parentheses are
estimated standard errors.
Are the di¤erences between the two estimation results as you would ex-
pect, and which estimation method would you prefer to use? Explain
your reasoning.

(d) Consider again (8) and (9), and imagine that you as an econometrician
know the model speci�cation, but you do not know the coe¢ cient values.
Hence the model that you specify is

Qt = 
do + 
dpPt + 
dxXdt + "dt,(12)

Qt = 
so + 
spPt�1 + "st,(13)

where the two disturbances have the same properties as given in con-
nection with Question 3 above (normally distributed and uncorrelated).
Explain how you would solve the following tasks:

i. Test the hypothesis that a positive change in Xdt that lasts for one
period has a positive e¤ect on the market price in the same period
as the shock occurs.

ii. Test the hypothesis that a permanent change in Xdt has a long-run
e¤ect on the market price that is di¤erent from the short-run e¤ect
of this change.

iii. The ratio (�
sp=
dp) is an important parameter of interest in this
model. Sketch how you can estimate a con�dence interval for this
parameter.
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