
1 

 

UNIVERSITY OF OSLO 
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Postponed exam in: ECON 4160: Econometrics: Modelling and Sys-
tems Estimation

Day of exam: 8 January 2014,

Time of day: 9:00—12:00

This is a 3 hour school exam.

Guidelines:
In the grading, question A will count 20 %, and B and C will count 40 % each .

Question A (20 %)

Let y be a vector (n × 1) with n observations of some variable y, and let
X be a n× k matrix with observations of k explanatory variables. Consider
the linear relationship

(1) y = Xβ+ ε

where ε is the n× 1 vector with disturbances, and β is the k× 1 vector with
parameters.

1. Assume that (X′X) is non-singular. Explain why the OLS estimator
of β is given by:

(2) β̂ = (X′X)−1X′y.

2. Show that
X

′
ε̂ = 0

where ε̂ is the vector of OLS residuals. Use this result to explain why
the OLS estimator is identical to the method of moments estimator of
β.

3. Show that
y = ŷ+ε̂

where ŷ contains the OLS predictions for the y variable. Give a brief
interpretation.
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Question B (40 %)

Assume that we know that the time series {Yt; t = 0,±1,±2, ...} has been
generated by one of the following three processes:

Yt = φ0 + φ1Yt−1 + εt, − 1 < φ1 < 1(3)

Yt = φ0 + Yt−1 + δt+ εt(4)

Yt = φ0 + δt+ εt, δ 6= 0(5)

In all the three possible DGPs, it is assumed that εt is Gaussian white-noise,
which we write as εt ∼ IIN(0;σ2) for all t.

1. In each of the cases (3)-(5), characterize Yt as weakly stationary (co-
variance stationary) or non-stationary. Explain what motivates your
answer.

2. What is meant by a trend-stationary variable? Is Yt trend-stationary
in any of the DGPs (3)-(5)?

3. Assume that you have a data sample {Yt; t = 1, 2, ..., T}. Describe how
you could investigate empirically which of (3)-(5) is the true DGP.

Question C (40 %)

At the end of the question set, in Display 1, you find estimation results
of a VAR in the two variables Lmenns (the natural logarithm of the male
suicide rate in Norway) and LU (the natural logarithm of the Norwegian
unemployment rate). We assume that both series are covariance stationary
when we condition on the year dummies I:1916, I:1921,I:1941 and I:1945.

1. The VAR estimation results in Display 1 are obtained by OLS. Un-
der which assumptions are the reported t-prob reliable for conducting
inference on the individual significance of the parameters?

2. Under which assumptions do least squares estimation give approximate
ML estimators of the VAR parameters?

3. Display 2 shows an econometric model of the VAR that has been esti-
mated by FIML. Which assumptions regarding identification have been
imposed on the model in Display 2?
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4. Explain the calculation of the “LR test of over identifying restrictions”
in Display 2. How do you interpret the result from this test?

5. Explain how you would proceed to test the hypothesis of one-way
Granger causality, from the rate of unemployment to the male suicide
rate.

6. Consider next the results in Display 3, where each of the equations of
this model of the VAR have been estimated by OLS (referred to as
1SLS in the display). What is the interpretation of the different results
of the “LR test of over identifying restrictions” in Display 3 and in
Display 2?

7. In the light of the results in the displays, how would you prefer to
calculate the effects of a shock to the suicide rate (Lmenns)?

(No complete calculations are expected (because of the complicated
dynamics), just an explanation of the method).
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Empirical results for question C

Display 1: Estimation results for the unrestricted VAR
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Display 2: FIML estimation results for a model of the VAR in
Display 1
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Display 3: 1SLS estimation results for a model of the VAR in
Display 1
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