UNIVERSITY OF OSLO
DEPARTMENT OF ECONOMICS

Exam: ECON4160 — Econometrics — Modeling and Systems Estimation

Date of exam: Friday, December 13, 2019 Grades are given: January 2, 2020
Time for exam: 09.00 a.m. — 13.00 noon (4 hours)

The problem set covers 5 pages (incl. cover sheet and tables)

Resources allowed:

e Open book examination where all printed and written resources, in addition to two

alternative calculators are allowed.

The grades given: A-F, with A as the best and E as the weakest passing grade. F is fail.




Guidelines:
In the grading, question A gets 33 %, B 33 % and C 33 %.

Question A (1/3)

Consider the following three-equation model of the endogenous variables nominal wage level
(wy) price level (p;) and unemployment rate (u;).

Aw; = o + a1 Apg + ao(w — p)i—1 + azuy + auxly + asxds + €y (1)
Apy = vo + 71 Aws +y2(w — p)i—1 + 1322 + €pt (2)
u = Bo + B1(w — p)i—1 + Bour—1 + B3x3 + €wt (3)

The three endogenous variables are measured in natural logarithms. Hence (w — p); is the
log of the real wage in period ¢ . A is the difference operator, hence Aw; = w; — wy—1 and
Apy = pt — pr-1-

The disturbance terms €j; (j = w, p, u) are jointly Gaussian white-noise variables. They
may be contemporaneously correlated (the covariances between the disturbances are not
restricted to be zero).

xiy (i = 1,2,3,4) are observable time series variables that are independent of the dis-
turbances €;; (j = w,p, u).

All variables in the model are stationary time series.

1. Explain why all equations in model (1)-(3) are identified. You can base your answer
on the assumption that all the coefficients in the model are different from zero.

2. Assume that the main parameters of interest are the coefficients of equation (1), which
we will refer to as the wage equation of the model. Table 1 contains three estimations
of the wage equation. In part A of the table, OLS results are reported. Part B and
C show the results of two different 2SLS estimations.

(a) First compare the results in Part A and Part B. You may focus on the estimated
coefficient of the change in the price level (the Dp variable in the estimation re-
sults). What can explain the difference between the OLS and the 2SLS estimates
of Oél?

(b) Table 1, part C, shows the results of a second 2SLS estimation. Compared to
part B, this 2SLS estimation gives different results for the coefficients, and in
particular for as, the coefficient of the unemployment rate. Can you suggest an
explanation for this difference?

3. If the research purpose was to estimate only the coefficients in equation (3). Will
OLS give consistent estimators of the coefficients 3;, j = 0,1,2,37



Question B (1/3)

Consider the model:

WS = co + cwulUi + €wt, Cwu <0 (4)
Ut = dO + duwWSt + duuUt—l + €ut, duw > 07 duu >0 (5)

where WS, is the wage share of the economy and U; is the unemployment rate. The eco-
nomic interpretation of the model is that an increase in unemployment can reduce labour’s
share of GDP (hence ¢, < 0), while an increase in the labour share can lead to higher
unemployment, (hence dy,, > 0). €4t and €, are white-noise time series.

The reduced form of the model is:

_ C+ Cuwudo Cuwuduy Cwuut T €wt

WSt N (1 - Cwuduw) (1 - Cwuduw) U1 + (1 - Cwuduw) (6)
do + dywco duu €ut + dywCuwt

Uy = U —_— 7

! (1 - Cwuduw) * (1 - Cwuduw) 1 (1 - Cwuduw) ( )

In the following you shall take (6) and (7) as given, you shall not derive them.

1. Explain why the condition of stationarity of U, is:
duu

—1 -_ 1
< (1 - Cwuduw) < (8)

2. What is the condition for stationarity of W.S;7
3. Assuming stationarity, what is the expression for the expectation of U;?

4. Assume that you know the values of the coefficients (co, cyu, do,dyw,dun) and the
value of unemployment in period T, Up. Assume that the conditional expectation
function E(Upyy | Ur) is used to generate dynamic forecasts of Upyp, h = 1,2, .., H.

(a) Sketch a graph of the forecast in the case of:
duu

0< —— <land Up>U"

(1 - Cwuduw) T

where U* denotes the expectation of Us.
(b) Sketch a graph of the forecast in the case of:
duu
(1 - Cwuduw)

depending on what you assume about the sign of the constant term in (7).

=1,

5. What are the typical features of the variance of the forecast errors in the two cases
in B. 4) ?

Question C (1/3)

1. Explain how you can use the information in Table 2 at the back of the question set
to support the assumption that the two time series LCO2 (log of C'Os level in the
atmosphere) and LGDP (log of world GDP) are integrated of order one, I(1).

2. Assume that a friend shows you the results in Table 3. He says that he thinks it
represents strong evidence for a relationship between C'Oy and world GDP, because
the t-value of LGDP is very high and because robust standard errors have been used.
How would you explain to him that this in fact represents no formal evidence for a
relationship, and that he may become criticized for reporting a spurious regression?

3. Explain a correct testing procedure of the null hypothesis of no cointegrating rela-
tionship between LCO2; and LGDP;.



Tables

EERR R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk Rk kR
A Estimating the wage equation by OLS
LR S S S EE SRR RS 2R ES SRR SRS ER TSRS LS ERSER RIS ESS
The estimation sample is: 2 - 11
Equation for: Dw
Coefficient sStd.Error t-value t-prob

Dp 9.087501  ©.02643 37.4 0.0000
(w-p) 1 -0.320868  ©.02982 -10.8 ©.0000
u 0.0387146  ©.e5192  ©.746 ©.4577
x1 8.959641  ©.06900 13.9 ©0.0000
x4 -9.371072  ©.04717 -7.87 ©.0000
Constant -@.0526795  0.08706 -0.605 @.5465

LRSS XS S ST ER SRS ERE LRSS ER SRS SRS SRS LTSRS SRS TR

B Estimating the wage equation by 2sLs

LR SRR RS SRS R R R R R R R R R R R SRR R R R R R
Endogenous right-hand side variable: Dp
Exogenous and Instruments: (w-p)_1, u, x1, x2, x4, Constant

The estimation sample is: 2 - 181
Equation for: Dw
Coefficient sStd.Error t-value t-prob

Dp 9.812189  0.05926 13.7 ©.0000
(w-p)_1 -6.286912  0.63722  -7.71 0.0000
u 0.0470528  0.06262  0.751 0.4543
x1 1.23475 0.1143 1.8 0.0000
x4 -0.468555  ©.06328  -7.40 0.0000
constant -9.125322 ©.1076  -1.17 ©.2442

LRSS XS S ST ER SRS ERE LRSS ER SRS SRS SRS LTSRS SRS TR
C Estimating the wage equation by 25LS
LR SRR SRS R R RS R R R R RS SRR R SRR R R R R E R R
Endogenous right-hand side variable: Dp, u.
Exogenous and Instruments: (w-p)_1, x1, x2, X3, x4, Constant

The estimation sample is: 2 - 181
Equation for: Dw
Coefficient sStd.Error t-value t-prob

Dp §.798373  0.06716 11.9 0.0000
(w-p)_1 -@.188763  ©.85132 -3.68 ©.0004
u -0.223944  0.09773 -2.29 9.0241
x1 1.25084 0.1282 9.76 0.0000
x4 -8.538557  ©.87553 -7.82 ©.0000
Constant -0.130630 9.1191 -1.10 ©9.2754

Table 1: OLS and 2SLS results for the wage equation (1).



Unit-root tests: LCO and LGDP

The sample is: 197@ - 2018 (51 observations)

LCO2: ADF tests (T=49, Constant; 5%=-2.92 1%=-3.57)

D-lag t-adf beta Y 1 sigma  t-DY_lag t-prob
5 B 3.244 1.0168 ©.801338 -0.06406 ©.9492
(4] 3532 1.0107 ©.001323

LGDP: ADF tests (T=49, Constant; 5%=-2.92 1%=-3.57)

D-lag t-adf beta ¥ 1 sigma t-DY lag t-prob
1 -1.233 9.99424 ©.01326 1.443 ©.1557
(<] -1.668 ©.99242 ©.01341

Unit-root tests: DLCO and DLGDP

DLCO2: ADF tests (T=49, Constant; 5%=-2.92 1%--3.57)

D-lag t-adf beta Y 1 sigma  t-DY_lag t-prob
1 -4.299%% 9.21674 ©.001483 0.1832 ©.9183
(4] -5.434%% 9.22838 ©.001467

DLGDP: ADF tests (T=49, Constant; 5%=-2.92 1%-=-3.57)

D-lag t-adf beta Y_1 sigma t-DY_lag t-prob
1 -5.451%% @.12861 ©.01320 1.484 0.1671
e =5.577%% 8.24764 ©.01334

Table 2: Dickey-Fuller tests of unit-root in LCO2 and LGDP (levels) and in DLCO2 and
DLGDP (differenced variables). Annual data.

EQ(1l) Modelling LCO2 by OLS
The estimation sample is: 1970 - 2018

Coefficient Std.Error HACSE t-HACSE t-prob
Constant 5.30109 ©.008089 0.01801 294, ©.0000
LGDP 9.158148 0.002159 0.004887 32.4 0©.0000
sigma 0.00632872 RSS ©.00188247485
RA2 ©.991314 F(1,47) = 5364 [0.000]**
Adj.R”2 9.991129 1log-likelihood 179.563
no. of observations 49 no. of parameters 2
mean(LCO2) 5.88983 se(LCO2) 0.0671933
AR 1-2 test: F(2,45) = 53.837 [0.88@8]**
ARCH 1-1 test: F(1,47) = 83.953 [0.80@@]**
Normality test: Chi~2(2) = 20.628 [0.0000]%*
Hetero test: F(2,46) = 17.436 [0.800@]%**
Hetero-X test: F(2,46) = 17.436 [0.88@8]**

Table 3: Results for the regression between LCO2 and LGDP. Annual data. (HACSE
is an acronym for heteroscedasticity and autocorrelation consistent standard errors, i.e.,
robust standard errors).



