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Postponed exam in: ECON 4160: Econometrics: Modelling and Sys-
tems Estimation

Day of exam: 17 January 2020

Time of day: 09:00—13:00

This is a 4 hour school exam.

Guidelines:
In the grading, question A gets 20 %, B 30 % and C 50 %.

Question A (20 %)

Consider the following stochastic difference equation:

Yt = 1.3Yt−1 − 0.4Yt−2 + 0.2 + εt, t = 1, 2, ..., T (1)

where εt is a white-noise time series.

1. It can be shown that the associated characteristic roots are 0.8 and 0.5. What do
they tell us about the stationarity (or non-stationarity) of Yt?

2. The partial derivative of Yt with respect to εt is 1. Calculate the first and second
dynamic multipliers (impulse responses).

3. Assume that we use equation (1) to forecast YT+h,h = 1, 2, ...,H. Calculate the
optimal (minimum MSFE) forecasts of YT+1, YT+2 and YT+3 conditional on YT = 1
and YT−1 = 0.5.

4. What is the long-run forecast of YT+H , i.e., when H ≈ ∞?

Question B (30 %)

Table 1 shows unit-root tests for three different interest rates:

• RBO: The yield on 5-year Norwegian treasury bills.

• RLBOLIGH: The interest rate on house loans (mortgage rate) in Norway.

• RSH: The Norwegian money market interest rate.

All three variables are measured in percent.

1. Make use of the information in Table 1 to decide the order of integration of each of
the three time series variables.

2. Table 2 shows estimation results for a conditional ADL model of RLBOLIGH given
RBO and RSH. There are also two dummy variables in the model: BASELIII is
a dummy that captures the introduction of new banking regulations: It is zero until
2011(3) and 1 after. CRISIS09Q1 is an impulse dummy which is one in 2009(1) and
zero elsewhere.

(a) Does Table 2 represent reliable evidence for the view that BASELIII banking
regulation has increased the interest rate on housing loans?

(b) Show that the estimated long-run equation becomes:

RLBOLIGH = 0.25RBO + 0.74RSH + 1.06BASELIII + 1.05 (2)

(Rounding errors are not important here, as long as you show the right method.)
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(c) Assume that both RBO and RSH are increased permanently by 1 percentage
point (e.g., from 2 percent to 3 percent).
i. What is the estimated impact response of RLBOLIGH to the change?
ii. What is the estimated long-run response to the change?

Question C (50 %)

Assume that the three time series variables: wt: nominal wage level , pt: price level, ut:
unemployment rate are measured in natural logarithms and that they are generated by the
VAR:  wt

pt
ut

 =

 (1− φwp) φwp 0
φpw (1− φpw) 0
φuw −φuw (1− φuu)

 wt−1
pt−1
ut−1

+

 εwt

εpt
εut

 (3)

where the vector with VAR error terms ( εwt εpt εut )′ is Gaussian white-noise with
expectation zero and covariance matrix Σ. We do not assume that Σ is a diagonal matrix.

1. It can be shown that the eigenvalues of the autoregressive matrix can be expressed as:
1, (1− φwp − φpw) and (1− φuu). Assume that 0 < φwp + φpw < 1 and 0 < φuu < 1.

(a) What does this imply for the order of integration of the three time series vari-
ables?

(b) What does this imply for number of long-run relationships between the variables?

2. Assume that we are interested in the relationship between the real wage, (w − p)t =
wt − pt, and the rate of unemployment, ut.

Show that (3) implies the following VAR for (w − p)t and ut:(
(w − p)t

ut

)
=

(
(1− φwp − φpw) φwu

φuw (1− φuu)

)(
(w − p)t−1

ut−1

)
+

(
εwpt

εut

)
(4)

where the coefficient of ut−1 in the first row (φwu ) is implied to be: φwu = 0 and the
error-term εwpt is implied to be: εwpt = εwt −εpt.

3. What are the orders of integration of (w − p)t and ut?

4. A data set for (w−p)t and ut has been generated in accordance with the specification
above. Table 3 shows estimation results for an unrestricted VAR of (w − p)t and
ut.
Assume that the true data generating process was unknown to you and that you used
Table 3 to test:

H0 : φwu = 0 against H1 : φwu 6= 0

Explain how you would conclude. (Hint: You can take for granted that none of the
standard mis-specification tests are significant).

5. Consider another test situation:

H0 : φuw = 0 against H1 : φuw 6= 0

How would you conclude?

6. In the data generation, Σ was specified as:

Σ =

 1 0.5 −0.3
0.5 1 0
−0.3 0 1

 .

Show that
Cov(εwpt, εut) = −0.3.
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7. Table 4 shows estimation results for a model of the VAR.

(a) Explain why the reported log-likelihood is the same for this empirical model as
for the VAR in Table 3

(b) Show how the estimated coefficient of ut in the first equation in Table 4 can be
obtained by use of the information in Table 3.
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Tables

Table 1: Dickey Fuller tests of unit-root in RBO, RLBOLIGH and RSH (levels). Quar-
terly data.
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Table 2: Estimation results for an ADL model of RLBOLIGH.

Table 3: Estimation results for unrestricted VAR of (w − p)t and ut.
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Table 4: Estimation results for a model of (w − p)t and ut.
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