
This is a 5 hour home exam.

Guidelines:
The problem set covers 4 pages (incl. tables and figures).
In the grading, question A gets 40 %, B 40 % and C 20 %.

Question A (40 %)

1. Consider the stochastic difference equation:

Yt = 1 + 0.5Yt−1 + εyt, t = 1, 2, ..., T (1)

where εyt is white noise. What is the characteristic root associated with this equation?

2. Explain why the time series generated by (1) is stationary.

3. What is the expectation of Yt?

4. Calculate the variance of Yt under the assumption that V ar(εyt) = 1.

5. Let ζj denote the autocorrelation function (ACF) of Yt. What are the values of ζ1,
ζ2 and ζ10?

6. Consider another equation:

Xt = 1 − 0.5Xt−1 + εxt, t = 1, 2, ..., T (2)

where εxt is white noise. Sketch a graph of the ACF of Xt given by (2) together
with a graph of the ACF of Yt given by (1). How will you characterize Yt and Xt as
negatively or positively autocorrelated?

7. Imagine that the model in question A1 is used to forecast YT+1, YT+2,...,YT+H . For
simplicity we abstract from parameter estimation uncertainty (i.e., we assume that
the model is correctly specified within-sample). Under the assumption of a quadratic
cost function and assuming YT = 4, what are the optimal point forecasts of YT+1,
YT+2 and YT+10?

8. Calculate 95% forecast confidence intervals for the forecasts of YT+1 and YT+2, when
it is assumed that εT+h ∼ IIN(0, 1), h = 1, 2.

9. Imagine that when we get to evaluate the two first forecasts, we observe that YT+1 and
YT+2 (the actuals) are well outside the forecast confidence intervals. How would you
suggest that the forecasts of YT+3,...YT+10 can be revised in the light of the outcomes
(actuals) for period T + 1 and T + 2?

Question B (40 %)

1. Assume that a time series Yt is generated by:

Yt = φ0 + φ1Yt−1 + φ2Yt−2 + εyt, t = 1, 2, ..., T (3)

where εyt ∼ IIN(0, σ2y) for all t. (3) can be re-written as:

∆Yt = φ0 − πYt−1 − φ2∆Yt−1 + εyt, t = 1, 2, ..., T (4)

1



where

π = 1 − φ1 − φ2. (5)

Imagine that you estimate (4) by OLS and that the t-value of −π̂ is −2.1. Can you
reject the null hypothesis of Yt ∼ I(1) at the 5 % level?

You can take as given that the number of observations is large enough to validate the
use of asymptotic critical values.

2. Table 1 at the back of the exam set shows unit-root tests for TEMP , a quarterly
time series of western-hemisphere temperatures measured as deviations from 1950-
1980 means. The table also contains results for DTEMP (the difference of TEMP ).
Explain how you reach a conclusion about TEMP being I(0) or I(1) based on the
tests.

3. We want to investigate empirically whether there is a relationship between TEMP
and another time series variable, CO2, which measures CO2 in the atmosphere. You
can take as given that CO2 is an I(1) variable.

Imagine that a friend, who studies at a business school, suggests that you can regress
TEMP on CO2 and a constant term, and compare the t-value of the regression
coefficient to a 5 % critical value from the t-distribution.

How would you explain to him that his method would put you in acute danger of
falling into the spurious regression trap?

4. Explain why a correct test of the null hypothesis of no relationship between TEMP
and CO2 can be based on the model estimated in Table 2. What is the result of the
test?

5. Table 3 shows estimation results after the lags of TEMP and CO2 have been replaced
by the variable TEMP-1.4*CO2_1. Show how the coefficient 1.4 has been calculated,
and explain how it should be interpreted.

6. Figure 1 shows a selection of graphs that can be used to evaluate the degree of
parameter constancy of the model of DTEMP in Table 3.

It can be shown that there are significant structural breaks in the marginal equation of
DCO2, namely in 1991(3), 2010(1), 2015(4), 2016(2), 2016(3), 2016(4) and 2018(4).
When the set of indicator variables (i.e., dummies) for these seven quarters are added
to the conditional equation ofDTEMP , the residual sum of squares becomes: RSS =
30697.8882 (the log-likelihood becomes log − likelihood = −717.918).

What can be concluded about the relative invariance of the model estimated in Table
3?
HINT: In the F (7, 161) distribution, the 5 % critical value is 2.06. In the χ2(7) it is
14.

Question C (20 %)

1. Explain what is meant by simultaneity bias of OLS when used to estimate the coeffi-
cients of an identified structural equation in a SEM.

2. Explain why estimation by IV or 2SLS gives consistent estimation of the coefficients
of the equation.
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Table 1: Dickey-Fuller tests of unit-root in TEMP and DTEMP .

Table 2: Estimation results for a model of DTEMP conditional on DCO2 (the first differ-
ence of CO2).
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Table 3: Estimation results for a model of DTEMP conditional on DCO2, with TEMP_1
and CO2_1 replaced by TEMP − 1.4 ∗ CO2_1.
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Figure 1: Some recursive graphs of the model estimated in Table 3.
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