
Exam in: ECON 4160: Econometrics: Modelling and Systems
Estimation—Answer notes to evaluators.

Day of exam: 12 January 2022

Time of day: 09:00—14:00

This is a 5 hour home exam.

Guidelines:
In the grading, question A gets 60 % and B 40 %.

Question A (60 %)

Consider the deterministic dynamic model with two endogenous variables, Qt and Pt:

Qt = aq0 + aqpPt + aqqQt−1 (1)
Pt = bp0 + bpqQt + bppPt−1 (2)

1. Show that the stationary solution, if it exists, is defined by the equation system:(
(1− aqq) −aqp
−bpq (1− bpp)

)(
Q∗

P ∗

)
=

(
aq0
bp0

)
(3)

where Q∗ and P ∗ denote the stationary solutions. A: If a stationary solution exists,
it implies that Qt = Qt−1 = Q∗ and Pt = Pt−1 = P ∗. Substitute in (1)-(2):

Q∗ = aq0 + aqpP
∗ + aqqQ

∗

P ∗ = bp0 + bpqQ
∗ + bppP

∗

Rearrange to

(1− aqq)Q∗ − aqpP ∗ = aq0

−bpqQ∗ + (1− bpp)P ∗ = bp0

and use matrix notation to give (3).

2. Show that the stationary solution can be expressed as:(
Q∗

P ∗

)
=

(
(1−bpp)

c
aqp
c

bpq
c

(1−aqq)
c

)(
aq0
bp0

)
(4)

where c is given as
c = (1− aqq − bpp − aqpbpq + aqqbpp). (5)

A: Solve the model with respect to Q∗ and P ∗ Can for example invert the coefficient
matrix:(

(1− aqq) −aqp
−bpq (1− bpp)

)−1

=
1

1− aqq − bpp − aqpbpq + aqqbpp

(
(1− bpp) aqp
bpq (1− aqq)

)
c = (1− aqq − bpp − apqbpq + aqqbpp)

3. Show that the reduced form of (1)-(2) can be written as:(
Qt
Pt

)
=

(
− 1
aqpbpq−1 − 1

aqpbpq−1aqp

− 1
aqpbpq−1bpq − 1

aqpbpq−1

)(
aq0
bp0

)
+ Φ

(
Qt−1

Pt−1

)
, (6)
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where the matrix Φ is given as:

Φ =

(
ϕ11 ϕ12

ϕ21 ϕ22

)
=

(
− 1
aqpbpq−1aqq − 1

aqpbpq−1aqpbpp

− 1
aqpbqp−1bpqaqq − 1

apqbpq−1bpp

)
. (7)

For reference, denote the vector with constants in (6) by Υ, i.e.:

Υ =

(
− 1
aqpbpq−1 − 1

aqpbpq−1aqp

− 1
aqpbpq−1bpq − 1

aqpbpq−1

)(
aq0
bp0

)
(8)

A: In matrix notation (1)-(2) becomes(
1 −aqp
−bpq 1

)(
Qt
Pt

)
=

(
aq0
bp0

)
+

(
aqq 0
0 bpp

)(
Qt−1

Pt−1

)
and the reduced form becomes:(
Qt
Pt

)
=

(
1 −aqp
−bpq 1

)−1(
aq0
bp0

)
+

(
1 −aqp
−bpq 1

)−1(
aqq 0
0 bpp

)(
Qt−1

Pt−1

)
(

1 −aqp
−bpq 1

)−1

=

(
− 1
aqpbpq−1 − 1

aqpbpq−1aqp

− 1
aqpbpq−1bpq − 1

aqpbpq−1

)
The matrix Φ is:

Φ =

(
− 1
aqpbpq−1 − 1

aqpbpq−1aqp

− 1
aqpbpq−1bpq − 1

aqpbpq−1

)(
aqq 0
0 bpp

)

=

(
− 1
aqpbpq−1aqq − 1

aqpbpq−1aqpbpp

− 1
aqpbpq−1bpqaqq − 1

aqpbpq−1bpp

)

4. What is the condition on the eigenvalues of Φ (characteristic roots) that secure global
asymptotic stability of the model given by (1) and (2)? A: The two eigenvalues must
be less than one in magnitude.

5. Consider the stochastic model:

Qt = aq0 + aqpPt + aqqQt−1 + eqt, (9)
Pt = bp0 + bpqQt + bppPt−1 + ept, (10)

where eqt and ept are two gaussian white-noise disturbances:(
eqt
ept

)
∼ N

((
0
0

)
,

(
ω2
1 ω12

ω12 ω2
2

))
for all t. (11)

What is the condition for weak stationarity of the time series variables defined by
this model? A (9)-(10) has a reduced form where the disturbance term are linear
combinations of the SEM disturbances, hence they are stationary. The stationarity
condition is therefore a generalization of the stability condition: It is that neither of
the two eigenvalues of Φ are equal to one in magnitude (no unit-roots).

6. Assume weak stationarity. What is the expression for the expectation of the time
series Qt? A: Given stationarity, we can take expectation on both sides of (9) and
(10). This gives a system with the same mathematical structure as the stationary
system above. Therefore:

E(Qt) = Q∗ =
(1− bpp)

c
aq0 +

aqp
c
bp0
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7. The reduced form of (9)-(10) can be written as the VAR:

yt = Φyt−1 + Υ + εt (12)

where yt is the 2x1 vector with Qt and Pt as elements, and εt is a 2x1 vector with
the gaussian white noise time series εqt and εpt as elements:

εt =

(
εqt
εpt

)
∼ N

((
0
0

)
,

(
σ21 σ12
σ12 σ22

))
for all t. (13)

(a) Explain why, in general, σ12 6= 0.
A: The two VAR error-terms will be correlated even in the case of ω12 = 0,
because of the simultaneous determination of Qt and Pt.

(b) Assume that ω12 = 0 in (11). Give an algebraic expression for σ12 for this special
case.
A: (

εqt
εpt

)
=

(
− 1
aqpbpq−1 − 1

aqpbpq−1aqp

− 1
aqpbpq−1bpq − 1

aqpbpq−1

)(
eqt
ept

)

=

(
− 1
aqpbpq−1eqt −

aqp
aqpbpq−1ept

− 1
aqpbpq−1ept −

bpq
aqpbpq−1eqt

)

=
1

1− aqpbpq

(
eqt + aqpept
ept + bpqeqt

)

σ12 = E(εqtεpt) = (
1

apqbpq − 1
)2E((−eqt − aqpept) · (−ept − bpqeqt))

= (
1

aqpbpq − 1
)2E((−eqt − aqpept) · (−ept − bpqeqt))

E((−eqt − apqept)× (−ept − bpqeqt)) = E(eqtept + apqeptept + eqtbpqeqt + apqeptbpqeqt))

= aqpω
2
2 + bpqω

2
1

σ12 = (
1

apqbpq − 1
)2(apqω

2
2 + bpqω

2
1)

8. Discuss the identification of (9) and (10) under the assumption that all the coefficients
of the model equations are different from zero.
A: As there the covariance matrix of the SEM disturbances is unrestricted the order
and rank conditions can be used to discuss identification. (9) and (10) excludes one
variable each. Hence, they are both identified on the (necessary) order condition.
Since all the coefficient of the two model equations are non-zero, it is implied that the
sufficient rank condition is also satisfied.

Question B (40 %)

Assume that the Data Generating Process (DGP) is given by (12) and (13) in Question A
and that the DGP is stationary . Consider the conditional model equation of Qt:

Qt = φ0 + φ1Qt−1 + β0Pt + β1Pt−1 + εt (14)

Assume that you have time series observations of Qt and Pt, t = 1, 2, ...., T .
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1. Explain why εt and εpt are uncorrelated.
A: This is due to valid conditioning on Pt. Since the only way that εpt can influence
Qt is through Pt the remainder εt must be uncorrelated with εpt.

2. Explain why the OLS estimator β̂0 has probability limit:

plim (β̂0) =
σ12
σ2

(15)

A: The VAR (12) and (13) is gaussian. (14) is the correct conditional model of Qt
given Pt. In the conditional expectation function the parameter of Pt is therefore the
regression coefficient σ12

σ2
. As OLS is a consistent estimator of the parameters of the

conditional expectation function (15) the probability limit in (15) is implied.

3. Assume that the DGP given by (12) and (13) is non stationary, and that Qt and Pt
are two cointegrated I(1) variables.

(a) Explain how you can estimate the coefficients of the cointegration relationship
by the estimation of a conditional model
A: Between two I(1) variables, there can logically be only one cointegration
relationship. Cointegration also implies equilibrium-correction. Hence, if we re-
parameterize (14) as an unrestricted ECM model for ∆Qt we estimate the long-
run slope coefficient of the cointegration relationship as th ratio of the coefficients
of the Qt and Pt. Clarifying to include the relevant algebraic expressions in the
answer.

(b) Explain the condition under which Pt is weakly exogenous with respect to the
estimation of the coefficients of the cointegration relationship, and when it is not
weakly exogenous.
A: The ECM-term should be insignificant in the marginal model for ∆Pt.

4. Assume that the specification of the DGP is unknown but that we can assume that
the time series Qt and Pt are either I(1) or I(0). We do not know if there is a long-run
relationship between them.

(a) Use the results in Table 1 to decide whether the time series variables are I(1) or
I(0). Explain your reasoning.
A: The reasonable and good answer her is to not reject null of unit-root. for
both. can choose t-adf with no or low degree of augmentation.

(b) Table 2 shows estimation results that can be used to the null hypothesis of no
long run relationship between Qt and Pt. Give you conclusion and explain your
reasoning.
(In the table, DQ and DP denote the first differences of the two time series.)
A: −1.74 is not significant when compared to relevant critical value in Table 3
(-3.21 for example).

Tables with estimation results and facimile of table with critical values for
ECM-test
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Table 1: Dickey-Fuller tests of unit-root in Qt and Pt.

Table 2: Regression of DQt on DQt−1, DPt, DPt−1, Qt−1, Pt−1 and Constant.
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Table 3: Facsimile from article by Ericsson and MacKinnon.
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