
Exam in: ECON 4160: Econometrics: Modelling and Systems
Estimation—“Fasit”

Day of exam: 3 December 2021

Time of day: 09:00—14:00

This is a 5 hour home exam.

Guidelines:
In the grading, question A gets 50 %, B 50 %.

Question A (50 %)

Consider the dynamic simultaneous equations model (SEM):

rwt − a2ut = a0 + a1rwt−1 + a3zw,t + ewt, (1)
−b1rwt + ut = b0 + b2rwt−1 + b3ut−1 + b4zut + eut. (2)

Definitions of the variables:
rwt: Log of the real wage.
ut: Log of the unemployment rate.
zwt: Strictly exogenous variable that affects wage formation
zut: Strictly exogenous variable that affects unemployment.
ewt and eu,t are two Gaussian white-noise disturbances:(

ewt

eut

)
∼ N

((
0
0

)
,

(
ω2
1 ω12

ω12 ω2
2

))
for all t.

1. Show that the matrix with autoregressive coefficients of the reduced form of the SEM
(1)-(2) is:

Φ =

(
a1+a2b2
1−a2b1

a2b3
1−a2b1

b1a2+b2
1−a2b1

b3
1−a2b1

)
. (3)

For reference, the expression of the reduced form is:(
rwt

ut

)
= Φ

(
rwt−1

ut−1

)
+

( 1
1−a2b1

[(a0 + a3zwt + ewt) + a2 (b0 + b4zut + eut)]
1

1−a2b1
[b1 (a0 + a3zwt + ewt) + (b0 + b4zut + eut)]

)
.

(4)

Answer: Inverse of matrix with contemporaneous coefficients:(
1 −a2
−b1 1

)−1

=

(
1

1−a2b1
a2

1−a2b1
b1

1−a2b1
1

1−a2b1

)

Therefore, the matrix with autoregressive coefficients is:

Φ =

(
1

1−a2b1
a2

1−a2b1
b1

1−a2b1
1

1−a2b1

)(
a1 0
b2 b3

)
=

(
a1+a2b2
1−a2b1

a2b3
1−a2b1

a1b1+b2
1−a2b1

b3
1−a2b1

)

Hence the RF is:(
rwt)
ut

)
=

(
1

1−a2b1
a2

1−a2b1
b1

1−a2b1
1

1−a2b1

)
∗
(
a1 0
b2 b3

)(
rwt−1)
ut−1

)
+

(
1

1−a2b1
a2

1−a2b1
b1

1−a2b1
1

1−a2b1

)(
a0 + a3zwt + ewt

b0 + b4zut + eut

)
(
rwt)
ut

)
= Φ

(
rwt−1)
ut−1

)
+

( 1
1−a2b1

[(a0 + a3zw,t + ewt) + a2(b0 + b4zut + eut)]
1

1−a2b1
[b1(a0 + a3zwt + ew,t) + (b0 + b4zut + eut)]

)
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2. Assume that zut and zwt are I(0) variables and that the eigenvalues of Φ are both less
than one in magnitude.Explain what this implies for the stationarity of rwt and ut.
Answer: If one of the eigenvalues of Φ ±1 the both rwt and ut is I(1) in general.
(Can think of special cases where only one of them is I(1), by imposing ϕ21 = 0 and
orthogonal VAR disturbances, but then the system is practice partitioned, into one
I(1) series and one I(0) series).

3. Assume stationarity. Derive the expressions for the expectations of rwt and ut.
Answer: Stationary solution:(

E(rwt)
E(ut)

)
= Φ

(
E(rwt)
E(ut)

)
+

( 1
1−a2b1

[(a0 + a3E(zwt)) + a2 (b0 + b4E(zut))]
1

1−a2b1
[(b0 + b4E(zut)) + b1 (a0 + a3E(zwt))]

)
(
E(rwt)
E(ut)

)
= (I − Φ)−1

( 1
1−a2b1

[(a0 + a3E(zwt)) + a2 (b0 + b4E(zut))]
1

1−a2b1
[(b0 + b4E(zut)) + b1 (a0 + a3E(zwt))]

)
4. Assume that E(ut) = 1.39, and hence that the equilibrium rate of unemployment,
U∗, is U∗ = e1.39 ≈ 4.0 percent. If the unemployment rate today is 6 percent, what
does the model predict about the future development of the rate of unemployment: A
development towards lower unemployment rate, a relative constant rate of 6 percent,
or a higher rate?
Answer: Because of stationarity, the models predicts that there will be a develop-
ment towards 4.0 % unemployment, because U∗ = 4.0 is the stationary equilibrium.
(With reference to the solution of the homogenous solution, the development can be
monotonous, both eigenvalues are positive real numbers. Negative roots/eigenvalues
(or imaginary roots) can imply non-monotonous development).

5. Denote the error-terms of the reduced form (aka VAR disturbances) by εwt and εut.
Show that Cov(εwt, εut) 6= 0 in general.
Answer:

εwt =
1

1− a2b1
[ewt + a2eut]

εut =
1

1− a2b1
[eu,t + b1ewt]

E(εwtεut) =

(
1

1− a2b1

)2

E[(ewt + a2eut) ∗ (eut + b1ewt)]

=

(
1

1− a2b1

)2

E[b1e
2
wt + ewteut + a2e

2
ut + a2b1ewteut]

=

(
1

1− a2b1

)2

[b1V ar(ewt) + (1 + a2b1)Cov(ewt, eut) + b1V ar(eut)]

Hence, if both a2 6= 0 and b1 6= 0 Cov(εwtεut) 6= 0, even in the case where the two
SEM-disturbances are uncorrelated.
It is possible that some answers mention recursive model here as a case of uncorrelated
RF residuals, i.e., ω12 = 0 and a2 6= 0 or b1 6= 0, which deserves a positive note.

6. Assume a3 6= 0 and b4 6= 0. Explain why (1) and (2) are identified.
Answer: (1) and (2)are two simultaneous equations, n = 2. With reference to
DEEMM and the lectures, (1)is exactly identified on the order condition if excludes
2− 1 = 1 of the variables of the model. It excludes 2: ut−1 and zut, and is therefore
over-identified on the (necessary) order condition . It is also identified on the rank
condition, b4 6= 0 secures that. If b3 6= 0, it is over-identified on the rank-condition. A
symmetric argument applies to (2): It is exactly identified as it excludes one variable,
zut, which has non-zero coefficient a3 6= 0 in (1).
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7. Explain why the OLS estimators of the coefficients of the model are inconsistent.
Answer: Due to simultaneity, (1) is not a conditional model equation and therefore
ut is correlated with the SEM error term ewe. This creates the simultaneity of the
OLS estimator.

8. Explain why there is no simultaneity bias if 2SLS is used to estimate the two equations.
Answer: With 2SLS, the first stage is to estimate the reduce form equations by OLS.
Without loss of generality we can consider (1). In the second stage of 2SLS (1) is
estimated by OLS using ût from the first stage in the place of ut. ût is uncorrelated
with ewt in ((1)) because is has been obtained by setting the RF error-term to zero.
Hence there is no bias in the 2SLS estimator. It can be mentioned in a favourably
way that 2SLS is equivalent to the GIV estimator, meaning that is the IV estimator
the uses the optimal linear combination of the available (valid) instruments. (The
weights are the coefficients estimated at the first stage).

9. The conditional equation (5)and the marginal equation (6) represent a model of the
VAR defined by the reduced form (4).

rwt = φ0 + φ1rwt + β0ut + β1ut−1 + β3zwt + β4zut + εt (5)
ut = ϕ20 + ϕ21rwt−1 + ϕ22ut−1 + γ23zwt + γ24zut + εut (6)

(a) What is the expression of β0 ? Answer:

β̂0 =
Cov(εwt, εut)

V ar(εut

(b) What are the properties of the OLS estimator of β0?
Answer: With reference to the gaussian error terms of the SEM that was spec-
ified at the start of QA, the OLS estimator is consistent. In finite samples there
is a bias, because rwt−1 is pre-determined rather than strictly exogenous.

(c) Explain why Cov(εt, εut) = 0.
Answer: (5) conditions on ut, which means that the error-term εt is uncorrelated
with the disturbance εut in the marginal equation for ut.

(d) Explain what would be a test of strong exogeneity of ut in this model? tested.
Answer: Given that ut is weakly exogenous, a t-test of H0ϕ21 = 0 (absence of
joint Granger causality).

Question B (50 %)

We have annual data series of the nominal wage level in Mainland Norway manufacturing,
W1t, measured as wage compensation in kroner per hour worked. Another time series,
SCOPE1t, measures value added per hour worked in Mainland Norway manufacturing.
The log of the two time series are denoted LW1t, and LSCOPE1t.

1. Use the results in Table 1 to test the null hypothesis of a unit-root in LW1t. Test
the same hypothesis for LSCOPE1t.
Answer: LW1: The ADF test with D-lag 1 is the correct one to use for testing the
H0 of I(1). It does not reject. (The ADF with D-lag 2 is also valid. It is only a little
over-parameterized). LSCOPE1: All the ADF are valid tests, none of them rejects.
In the following you can take as granted that the first difference of LW1t and
LSCOPEt, denoted by DLW1t, and DLSCOPE1t, are I(0).

2. Table 2 shows results for the regression ofDLW1t onDLW1t−1, LW1t−1 LSCOPE1t−1,
DLSCOPEt, DLSCOPEt−1 and Constant. Explain how you can use the ECM-test
to test the null hypothesis of no cointegration between LW1t and LSCOPE1t. Use
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a significance level of 5 %.
Answer: The relevant critical values to use are from Table in the article by Ericsson
and MacKinnon paper. The H0 of no cointegration is rejecrted at the 5 % level as
the critical value is −3.21.

3. Conditional on the rejection of no cointegration, show that the estimated long-run
relationship between LW1t and LSCOPE1t is:

LW1t = 0.926LSCOPE1t − 0.033. (7)

Answer: Let β̂1 denote the estimated slope coefficient of the cointegration relation-
ship. It becomes:

β̂1 =
0.197702

0.213457
= 0.93619

β̂0 =
−0.00702748

0.213457
= −0.003 292 2

4. It can be shown that the estimated standard error of 0.926 is 0.04. Use this informa-
tion to construct a test of the hypothesis that the long-run elasticity of LSCOPEt is
equal to 1.
Answer: H0 : β1 = 1 ⇔ H0 : β1 − 1 = 0, t-value:

β̂1 − 1√
V ar(β̂1)

=
0.93619− 1

0.04
= −1.59

which is not significant at the usual significance level of 5 %.

5. Table 3 shows results for the conditional ECM ofDLW1t when the long-run coefficient
of +1 has been imposed in the form of the variable

LW1ect = LW1t − LSCOPE1t. (8)

The results for the marginal model equation for DLSCOPE is shown in Table 3, as
EQ(3). Explain why the results support weak exogeneity of LSCOPE1 with respect
to the parameters of the cointegration relationship between LW1t and LSCOPE11.
Answer: The relevant test statistic is the t-value (1.68) of LW1ec_1 in EQ(3). A
the 5 % level, the hypothesis of WE of LSCOPE1 with respect to the cointegration
parameters cannot be rejected.

6. Table 4 shows the result for a restricted version of the wage equation in Table 3.
Show that the exclusion restrictions on DLSCOPE1 and DLSCOPE1_1 cannot be
rejected at the 5 % level, neither individually nor jointly. (Hint: The 5 % critical
value of the χ2(2) distribution is 6. In the F (2, 42) distribution, the 5 % critical value
is 3.2).
Answer: Using LR test:

χ2(2) = −2 ∗ (122.493− 124.462) = 3.298

F (2, 42) =
(0.0149927774− 0.0137877334)

0.0137877334
∗
(

47− 5

2

)
= 1.8354

Neither of two are significant at the 5 % level.

7. A critique of the model in Table 4 is that it omits two variables that are regarded to
be important factors in nominal wage formation: namely the rate of unemployment
and the increase in cost of living. In order to accommodate the critique, we include
the log of the unemployment rate, LUt, and the inflation rate, INFt.
EQ(5) in Table 5 shows the OLS estimation results for the augmented wage model
equation. EQ(6) shows the results of Instrumental variables estimation.
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(a) Do the results support the empirical relevance of the two “new” explanatory
variables, LUt and/or INFt?
Answer: EQ(5), OLS estimation: The t-values show that the relevance of INF
is supported by the test, while the t-value of LU is insignificant. EQ(6) IV
estimation. Same conclusions.

(b) Discuss briefly the potential weak exogeneity of LUt and/or INFt In this context
it can be noted that if we add the relevant fitted values of LUt and INFt to the
model in EQ(5), we obtain RSS = 0.008197. You may use this information to
calculate the Durbin-Wu-Hausman (DWH) test.
Answer: There is very little difference between the OLS and IV estimates,
which is informal evidence of weak exogeneity. The DWH test gives an formal
test by testing the joint significance of the two fitted values from the reduced
form model equations of LUt and/or INFt on Constant, DLW1_1, LW1ec_1,
DLSCOPE1_1, INF_1, LU_m øqw|xbnm, ++s|ghjkl,1. We can denote those
fitted values by L̂U t and ˆINF t. The questions gives as information that when
L̂U t and ˆINF t are added to EQ(5) we get RSS = 0.008197. The test of joint
insignificance is therefore:

F (2, 42) =
(0.0083787449− 0.008197)

0.008197
∗
(

47− 5

2

)
= 0.465 61

and we do not reject the hypothesis of Weak exogeneity.

(c) What is the interpretation of the Specification test reported with EQ(6) in Table
5?
Answer: In eq(6) we have two explanatory variables that are endogenous (in
the implied SEM model). Hence exact identification rests on 2 instrumental vari-
ables. In EQ(6) there are 3 IVs and the Specification test is interpretable as a
test of the validity of the over-identifying instruments (i.e., uncorrelated with the
structural disturbance). Another interpretation is that the over-identifying in-
strument does not have any explanatory power for DLWC1, beyond the relevance
that has as an instrument for LUt and/or INFt, hence the name Specification
test.
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Tables with estimation results and facimile of table with critical values for
ECM-test

Table 1: Dickey-Fuller tests of unit-root in LW1t, LW2t and LSCOPE1t.

Table 2: Regression of DLW1t on DLW1t−1 and LW1t−1, LSCOPE1t−1, DLSCOPEt,
DLSCOPEt−1 and Constant.
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Table 3: Conditional and marginal model equations for DLW1t and DLSCOPE1t.

Table 4: Restricted conditional model equation for DLW1t.
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Table 5: Model equation for DLW1t augmented by LUt and INFt

Table 6: Facsimile from article by Ericsson and MacKinnon.
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