
Postponed exam in: ECON 4160: Econometrics: Modelling and Sys-
tems Estimation

Day of exam: 11 January 2023

Time of day: 09:00—14:00

This is a 5 hour home exam.

Guidelines:
In the grading, question A gets 50 % and B 50.

Question A (50 %)

1. Consider the linear deterministic difference equation

yt = 1.0 + 1.2yt−1 − 0.3yt−2 (1)

What is the condition for global asymptotical stability of this equation?
A: The definition of globally asymptotically stability of the equation is that any
solution of the homogenous equation:

yht − 1.2yht−1 + 0.3yht−2 = 0

approaches zero as t → ∞. The condition for (global asymptotical) stability is that
the two roots of the associated characteristic equation

λ2 − 1.2λ+ 0.3 = 0

have modulus less that one.

2. Assume that y−1 = 0 and y0 = 1. Solve the equation for t = 1, t = 2 and t = 3.
A:

y1 = 1.0 + 1.2y0 − 0.3y−1 = 1.0 + 1.2 = 2.2

y2 = 1.0 + 1.2y1 − 0.3y0 = 1.0 + 1.2 ∗ 2.2− 0.3 ∗ 1 = 3.34

y3 = 1.0 + 1.2y2 − 0.3y1 = 1.0 + 1.2 ∗ 3.34− 0.3 ∗ 2.2 = 4.348

3. Show that the condition is satisfied for equation (1).
A: We have from mathematics, that the formula for the two characteristic roots is:

λ1,2 =
1.2±

√
1.22 − 4 ∗ 0.3

2
which gives :

λ1 =
1.2 +

√
1.22 − 4 ∗ 0.3

2
= 0.84495

λ2 =
1.2−

√
1.22 − 4 ∗ 0.3

2
= 0.35505

As the two roots are real, positive, and less than one, the condition is satisfied.

4. What is the number, denoted by y∗, that the soltution approaches as t→∞?
A:The stationary solution value y∗ does indeed exist, as the condition for (global
asymptotical) stability is satisfied. It is found as:

y∗ = 1.0 + 1.2y∗ − 0.3y∗

y∗ =
1

1− 1.2 + 0.3
= 10
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5. Consider the linear stochastic difference equation;

Yt = 1.0 + 1.2Yt−1 − 0.3Yt−2 + εt, (2)

where the time series εt , t = 0,±1,±2,±3, ..., is white-noise. Is the time series Yt
generated by (2) weakly (or covariance) stationary? Explain briefly.
A: (2) is a second order AR-process. The condition that it generates a stationary time
series is that none of the characteristic roots of the associated homogenous equation
has modulus equal to 1. When we consider the causal solution, the condition is that
both roots have modulus less than one (the same condition as for global asymptotical
stability of the (solution of) the difference equation).

6. Assuming stationarity, show that E(Yt) = y∗.
A:

E(Yt) = 1.0 + 1.2E(Yt−1)− 0.3E(Yt−2)

and using that, by definition, the unconditional expectation of a stationary time series
does not depend on time (as such):

E(Yt) = 1.0 + 1.2E(Yt) + 0.3E(Yt)

E(Yt) =
1

1− 1.2 + 0.3
= 10 ≡ y∗

7. Calculate the responses of Yt, Yt+1, Yt+2 and Yt+3 with respect to a small change (so
called shock) in εt.
A: By direct reasoning, and making use of the fact that equation (2) holds in all time
periods:

Yt+j = 1.0 + 1.2Yt+j−1 − 0.3Yt+j−2 + εt+j , j = 0, 1, 2, 3.....

we get:

j = 0 ⇒ δ0 =
∂Yt
∂εt

= 1

j = 1⇒ δ1 =
∂Yt+1

∂εt
= 1.2

∂Yt
∂εt

= 1.2

j = 2⇒ δ2 =
∂Yt+2

∂εt
= 1.2

∂Yt+1

∂εt
− 0.3

∂Yt
∂εt

= 1.14

j = 3⇒ δ3 =
∂Yt+3

∂εt
= 1.2

∂Yt+2

∂εt
− 0.3

∂Yt+1

∂εt
= 1.032

Another method uses lag-operator notation to express (2) as:

Yt(1L
0 − 1.2L+ 0.3L2) = 1.0 + εt

and note that the solution can be expressed as

Yt = (δ0L
0 + δ1L+ δ2L

2 + ....)(1.0 + εt)

where (δ0L
0+δ1L+δ2L

2+....) denotes the inverse of the polynomial (1−1.2L+0.3L2).
Therefore:

(1− 1.2L+ 0.3L2) · (δ0L0 + δ1L+ δ2L
2 + ....) = 1

by definition of the inverse. But, conveniently, we can write 1 ≡ 1L0+0L+0L2+ ......,
hence:

(1− 1.2L+ 0.3L2) · (δ0L0 + δ1L+ δ2L
2 + ....) = 1L0 + 0L+ 0L2 + ......

from which the dynamic responses can be obtained (similar to the method on page 139

in DEEMM)

L0 : 1 · δ0 = 1 =⇒ δ0 = 1
L1 : (−1.2δ0 + δ1)L = 0 =⇒ δ1 = 1.2
L2 : (−1.2δ0δ1 + 0.3δ0 + δ2)L

2 = 0 =⇒ δ2 = 1.2 ∗ 1.2− 0.3 = 1.14
L3 : (0.3δ1 − 1.2δ2 + δ3)L

3 = 0 δ3 = 1.2 ∗ 1.14− 0.3 ∗ 1.12 = 1.032
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8. Equation (2) is a special case of the 2nd order difference equation

Yt = φ0 + φ1Yt−1 + φ2Yt−2 + εt (3)

where εt , t = 0,±1,±2,±3, ..., is an exogenous stationary time series (not necessarily
white-noise). Explain why (3) can be interpreted as a final form equation which is
derived from a VAR with first-order dynamics.
A: By definition a final form equation for Yt is an equation that only has lagged values
of Yt and exogenous variables on the right hand side. (3) is therefore interpretable
as a final form equation for Yt when Yt is generated by a VAR with two endogenous
variables, namely Yt and (for example), Xt , and with first-order dynamics.

Question B (50 %)

Consider the SEM (4)-(6).

wt − a12,0qt − a13,0pt = a10 + a11,1wt−1 + a12,1qt−1 + a13,1pt−1 + γ11zt + γ12ut + εwt, (4)
−a21,0wt + qt = a20 + a21,1wt−1 + a22,1qt−1 + γ21zt + γ22ut + εqt. (5)

pt = 0.6qt + 0.4zt (6)

To aid interpretation we can define wt as wage compensation per hour and let qt and
pt denote two different domestic price indices: qt is a producer price index (for value added
for example). pt denotes a consumer price index (cost of living index). wt, qt and pt are the
endogenous variables of the model. Finally, let zt denote a price index on foreign goods, and
let ut denote a measure of the rate of unemployment (in the domestic economy). Assume
that both zt and ut are pre-determined variables.

The two error-terms are Gaussian multivariate white-noise:(
εwt

εqt

)
∼ IIN(0,Σ) (7)

where the elements of the covariance matrix Σ are σ2w, σ2q and σwq.

1. Discuss the identification of the model equations in the following cases:

(a) There are no linear restrictions on the coefficients of the model (remember that
a zero-restriction on an individual coefficients is a special case of a linear restric-
tion).
A:Using the order condition, the requirement for exact identification of (4) is
that the are 3-1=2 independent restrictions. This restriction is not satisfied, and
therefore (4) is not identified. In equation (5) pt and pt−1 are exclude, so the
order condition for exact identification is satisfied for equation (5). For the rank
condition to be satisfied the array of coefficients of pt and pt−1 from (4) and (6)(

a13,0 a13,1
1 0

)
has to have rank=2, which is indeed the case here. Hence (5) is identified.

(b) There are restrictions on the coefficients of the model, namely a12,0 = 0 and
a13,0 + a13,1 = 0 and γ11 = 0 and γ22 = 0.
A: The first three restrictions apply to (4), which is therefore over-identified
on the order-condition. The fourth is a restriction on (5), which makes that
equation over-identified. Not shown, but the rank condition is clearly identified.
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The SEM corresponding to the case in Question B1(b) can be expressed as:

wt − a13,0∆pt = a10 + a11,1wt−1 + a12,1qt−1 + γ11zt + γ12ut + εwt, (8)
−a21,0wt + qt = a20 + a21,1wt−1 + a22,1qt−1 + γ21z1t + γ22zt + εqt, (9)

pt = 0.6qt + 0.4zt (10)

with (7) holding as before. We have time series data for the variables of the model.
Table 1 and Table 2 show estimation results for equation (8) using OLS and IV/2SLS
estimation.

2. Explain why the OLS estimation results are affected by simultaneity bias.

3. Explain why the IV/2SLS results are not affected by simultaneity bias.

4. What is the interpretation of the Specification test reported with the IV/2SLS esti-
mation results?

5. Table 3 shows the results of ADF tests for the individual times series (in level form).
Explain how you can use the information to test the null hypotheses of I(1)-ness for
each of the variables, and give your conclusion.
In order to save space we do not show the ADF tests for the differences of the variables.
In the following you can take as a granted that none of the first differences are I(1),
and in particular that Dp ∼ (0).

6. Imagine that you share the data with another student who has been given the task of
testing the hypothesis of a relationship between the wage,w, the foreign price index,
z,and the unemployment measure, u. The student has produced the model shown in
Table 4 and comes to you to get confirmation that Table 4 represents formally correct
evidence of the existence a long-run relationship. What would your answer be?

7. Based on the results shown in Table 5 how can you test the null hypothesis of no
relationship between w, z,and u, and what is your conclusion?
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Tables with estimation results and facsimile of table with critical values for
ECM-test

Table 1: Estimation results for (8) using OLS

Table 2: Estimation results for (8) using IV/2SLS
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Table 3: Dickey-Fuller tests of unit-root.

Table 4: Estimation results for a model of wt
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Table 5: Estimation results for a model of Dwt

Table 6: Facsimile from article by Ericsson and MacKinnon.

7


