
Exam in: ECON 4160: Econometrics: Modelling and Systems Estima-
tion

Day of exam: 11 January 2024 (postponed exam)

Time of day: 09:00—14:00

This is a 5 hour home exam.

Guidelines:
In the grading, question A gets 50 %, B 50 %.

Question A (50 %)

Assume that the time series Yt is generated by the difference equation:

Yt = ϕ0 + ϕ1Yt−1 + ϕ2Yt−2 + ϵt, t = 1, 2, ...., T, (1)

where ϵt denotes an error-term which is gaussian white-noise and linearly uncorrelated with
Yt−1 and Yt−2. In this question you can take as given that Yt is a weakly stationary time
series.

1. Explain in words why the OLS estimators of the parameters of (1) are consistent
under the assumptions given.

Table 1 contains estimation results for model (1), including a battery of standard resid-
ual mis-specification tests and results of dynamic analysis of the estimated equation.
The data set is artificial (computer generated) and the model equation corresponds
to the DGP.

2. Explain briefly why the results of the mis-specification test are as one would expect,
given the information above.

3. Where in the output do you find the relevant information about the stationarity of
Yt?

4. Show that the equation:

∆Yt = ϕ0 + ϕ†
1∆Yt−1 + γYt−1 + ϵt, t = 1, 2, ...., T. (2)

is a re-parameterization of (1) and explain why table 2 is an example of the re-
parameterization.

5. Explain why the following equation:

∆Yt = ϕ1∆Yt−1 + ϕ2∆Yt−2 +∆ϵt, t = 1, 2, ...., T, : (3)

is not a re-parameterization of (1), and explain why table 3 does not provide reliable
estimates of the parameters ϕ1 and ϕ2.

6. Returning to model (1) and the estimated model equation in table 1.

(a) What are the optimal forecasts of Y101, Y102 and Y103, conditional on Y100 = −0.5
and Y99 = 1.5?

(b) Assume that the forecast horizon is increased towards infinity. Is it then true
that the optimal forecast will approach E(Y ) = 0.105 asymptotically and in a
cyclical manner? Explain your answer.
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Question B (50 %)

The empirical relationship between aggregate private consumption expenditure and dispos-
able income for households is important to include in an explanatory macroeconomic model
for Norway. In the following quarterly time series for these two variables are used.

CP is used to denote consumption while INC denotes income. Both variables are deflated
by the Norwegian consumer price index, hence they are measured in real terms (millon 2021-
kroner to be precise).

Existing research has shown that the explanation of aggregate consumption is improved
if a measure of households’ wealth is included. We denote it by W. Also this variable is
measured in millon 2021-kroner.

In the following, the natural logarithms of the variables are denoted LCP, LINC and
LW. You may take as granted that all three variables are I(1)-series.

1. Table 4 contains results for the Johansen-method to cointegration analysis. The
results were based on the estimation of a VAR with the three endogenous variables:
LCP, LINC and LW. The VAR was specified with fifth order dynamics, and it was
not mis-specified.

Explain why the output supports that the number of cointegration vectors (r) can be
set to r = 1.

2. Table 5 shows the estimated cointegration parameters (beta in the output), and the
associated vector with adjustment coefficients (alpha in the output).

(a) Do you find the beta vector to be economically meaningful?

(b) A potential comment to the estimated alpha-coefficients is that they indicate
that the Johansen-method was a better test of cointegration than the ECM-test
in this case. Do you agree?

3. Conditional on cointegration, an Unrestricted Reduced Form (URF) system can be
formulated. The system has DLCP, DLINC and DLW (the “D” denotes difference as
usual) as endogenous variables, and contains four lags of each of them as explanatory
variables. In addition, each row of the URF includes an intercept and the first lag of
the variable:

ECM = LCP − 0.64LINC − 0.18LW .

Explain why it is correct to say that the URF only includes time series that are I(0).

4. The log-likelihood of the estimated URF was 1119.42 (using the 1987(1)-2019(4) sam-
ple). Table 6 shows estimation results for a model of the URF. The model, which
implies 22 zero restrictions on the coefficients of the URF-system, has log-likelihood:
1101.46837.
Calculate the LR-test of the joint validity of the restrictions, and show that the null
hypothesis of joint validity of the restrictions is not rejected at the 5 % significance
level.

5. Explain why the equation-by-equation estimation by OLS used in table 6, referred to
as “1SLS” in the output, can result in inconsistent estimation of (in particular) the
coefficient of DLINC in the equation for DLCP, unless the error term in that equation
is uncorrelated with the error-term in the equation for DLINC.

6. Table 7 contains IV-estimation results for the equation for DLCP.

(a) Based on a comparison of results of the OLS and IV estimations of the coefficient
of DLINC in the equation for DLCP, is there a serious simultaneous equations
bias here?

(b) Give an explanation and interpretation of the Specification test in table 7.
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7. The variable DLINC is said to be weakly exogenous for the parameters of the con-
ditional model equation for DLCP, if those parameters can be efficiently estimated
without taking the information of a marginal equation for DLINC into account.

Explain how you could implement a test of weak exogeneity of DLINC, i.e., if we take
the equation for DLCP in table 6 as the conditional model equation in question.
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Tables with estimation results

Table 1: Estimation results for model equation (1).

Table 2: Estimation results for model equation (2). D has been used to denote the difference
operator.
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Table 3: Estimation results for model equation (3).

Table 4: Johansen method: Cointegration rank test results.

Table 5: Johansen method: Estimated β-vector (conditional on r = 1) and the associated
α-vector.
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Table 6: Estimation results for multiple-equation modelling of DLCP, DLINC and DLW.

Table 7: 2SLS estimation results for the equation for DLCP.
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