
and countering the possibility that extremes of
inequality erode economic mobility and reduce
economic dynamism.

The Critical Role of Skills in the
Labor Market

There is no denying the extraordinary rise in
the incomes of the top 1% of American house-
holds over the past three decades. Between
1979 and 2012, the share of all household in-
come accruing to the top percentile of U.S.
households rose from 10.0% to 22.5% (8, 9). To
get a sense of how much money that is, con-
sider the conceptual experiment of redistri-
buting the gains of the top 1% between 1979 and
2012 to the bottom 99% of households (10).
Howmuchwould this redistribution raise house-
hold incomes of the bottom 99%? The answer
is $7107 per household—a substantial gain, equal
to 14% of the income of the median U.S. house-
hold in 2012. (I focus on the median because it
reflects the earnings of the typical worker and
thus excludes the earnings of the top 1%.)
Now consider a different dimension of in-

equality: the earnings gap between U.S. work-
ers with a 4-year college degree and those with
only a high school diploma (11). Economists fre-
quently use this college/high school earnings
gap as a summary measure of the “return to
skill”—that is, the gain in earnings a worker
can expect to receive from investing in a col-
lege education. As illustrated in Fig. 1, the earn-
ings gap between the median college-educated
and median high school–educated among U.S.
males working full-time in year-round jobs was
$17,411 in 1979, measured in constant 2012 dol-
lars. Thirty-three years later, in 2012, this gap
had risen to $34,969, almost exactly double its
1979 level. Also seen is a comparable trend among
U.S. female workers, with the full-time, full-
year college/high school median earnings gap
nearly doubling from $12,887 to $23,280 be-
tween 1979 and 2012. As Fig. 1 underscores, the
economic payoff to college education rose stead-
ily throughout the 1980s and 1990s and was
barely affected by the Great Recession starting
in 2007.
Because the earnings calculations in Fig. 1 re-

flect individual incomes while the top 1% cal-
culations reflect household incomes, the two
calculations are not directly comparable. To
put the numbers on the same footing, consider
the earnings gap between a college-educated
two-earner husband-wife family and a high school–
educated two-earner husband-wife family, which
rose by $27,951 between 1979 and 2012 (from
$30,298 to $58,249). This increase in the earn-
ings gap between the typical college-educated
and high school–educated household earn-
ings levels is four times as large as the redis-
tribution that has notionally occurred from
the bottom 99% to the top 1% of households.
What this simple calculation suggests is that
the growth of skill differentials among the “other
99 percent” is arguably even more consequen-
tial than the rise of the 1% for the welfare of
most citizens.

The median earnings comparisons in Fig. 1 also
convey a key feature of rising inequality that
cannot be inferred from trends in top incomes:
Wage inequality has risen throughout the earn-
ings distribution, not merely at the top percent-
iles. Figure S1 documents this pattern by plotting,
for 12 Organization for Economic Cooperation
and Development (OECD) member countries over
three decades (1980 to 2011), the change in the
ratio of full-time earnings of males at the 90th
percentile relative to males at the 10th percent-
ile of the wage distribution. Although the 90/10
earnings ratio differed greatly across countries
at the earliest date of the sample—from a low
of 2.0 in Sweden to a high of 3.6 in the United
States—this earnings ratio increased substan-
tially in all but one of them (France) over the
next 30 years, growing by at least 25 percentage
points in 10 countries, by at least 50 percentage
points in 8 countries, and by more than 100 per-
centage points in three countries (New Zealand,
the United Kingdom, and the United States).
How much does the rising education premium

contribute to the increase of earnings inequality?
Although data limitations make it difficult to
answer this question for most countries, we do
know the answer for the United States. Goldin
and Katz (1) found that the increase in the edu-
cation wage premium explains about 60 to 70%
of the rise in the dispersion of U.S. wages be-
tween 1980 and 2005 and, similarly, Lemieux (12)
calculated that higher returns to postsecondary

education can account for 55% of the rise in
male hourly wage variance from 1973–1975 to
2003–2005. Firpo et al. (13) found that rising
returns to education can explain just over 95% of
the rise of the U.S. male 90/10 earnings ratio be-
tween 1984 and 2004. That is, holding the ex-
panding education premium constant over this
period, there would have been essentially no in-
crease in the relative wages of the 90th-percentile
worker versus the 10th-percentile worker.
I have so far used the terms education and

skill interchangeably. What evidence do we have
that it is skills that are rewarded per se, rather
than simply educational credentials? The Pro-
gram for the International Assessment of Adult
Competencies (PIAAC) provides a compelling
data source for gauging the importance of
skills in wage determination. The PIAAC is an
internationally harmonized test of adult cog-
nitive and workplace skills (literacy, numeracy,
and problem-solving) that was administered
by the OECD to large, representative samples
of adults in 22 countries between 2011 and
2013 (14). Figure 2, sourced from (15), plots the
relationship between adults’ earnings and their
PIAAC numeracy scores across these 22 coun-
tries. The length of each bar reflects the av-
erage percentage earnings differential between
full-time workers ages 35 to 54 who differ by
one standard deviation in the PIAAC score.
The whiskers on each bar provide the 95%
confidence intervals for the estimates.

College/high school median annual earnings gap, 1979–2012 
In constant 2012 dollars
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Fig. 1. College/high school median annual earnings gap, 1979–2012. Figure is constructed using
Census Bureau P-60 (1979–1991) and P-25 (1992–2012) tabulations of median earnings of full-time,
full-year workers by educational level and converted to constant 2012 dollars (to account for
inflation) using the CPI-U-RS price series. Prior to 1992, college-educated workers are defined as
those with 16 or more years of completed schooling, and high school–educated workers are those
with exactly 12 years of completed schooling. After 1991, college-educated workers are those who
report completing at least 4 years of college, and high school–educated workers are those who
report having completed a high school diploma or GED credential.
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Fig. S1: Changes in the 90/10 Ratio of Full-Time Male Earnings Across Twelve OECD

Countries, 1980-2011.

Notes: The bars show changes in the ratio of the earnings of full-time male workers at the

90th and 10th percentiles of the earnings distribution. The number accompanying each bar

reports the earnings ratio as of 1980. For most countries, we compute the difference in the

90/10 ratio between 1980 and 2011 using data downloaded from OECD Stat Extracts. For New

Zealand, the earliest data available are from 1984, so we compute this difference between 1984

and 2011 and multiply it by 31/27 to approximate the change over 1980-2011. For Denmark,

France, Germany, and the Netherlands we use data from Machin and Van Reenen (61), scaling

in similar fashion to approximate changes over 1980-2011.
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This figure conveys three points. First, cog-
nitive skills are substantially rewarded in the labor
market across all 22 economies. The average
wage premium corresponding to one “unit” (i.e.,
one standard deviation) increase in measured
cognitive skills is 18%. In addition, cognitive earn-
ings premiums differ substantially across coun-
tries. The premium is below 13% in Sweden,
the Czech Republic, and Norway. It is above
20% in six countries. The United States stands
out as having the highest measured return to
skill, with a premium of 28% per unit increment
to cognitive ability. Concretely, comparing two
U.S. workers who are one standard deviation
above and one standard deviation below the
population average of cognitive ability, we would
expect their full-time weekly earnings to dif-
fer by 50 to 60%. Notably, the high return to
cognitive ability in the United States does not
follow automatically from high levels of U.S.
earnings inequality. If U.S. wages were deter-
mined mainly by luck, beauty, or family con-
nections, we would expect little connection
between workers’ cognitive ability and their la-
bor market rewards (16). Figure 2 demonstrates
that this is not the case.
Of course, these data do not explain why

the skill premium has risen over time, nor
why the United States has a higher skill pre-
mium than so many other advanced nations.
The next section considers the supply and demand

for skill in the labor market—specifically, why
they fluctuate over time and how their inter-
action helps to determine the skill premium. I
focus on the United States in this section to al-
low a deeper exploration of the data.

Education and Inequality

Workers’ earnings in a market economy de-
pend fundamentally (some economists would
say entirely) on their productivity—that is, the
value they produce through their labor. And in
turn, workers’ productivity depends on two fac-
tors. One is their capabilities, concretely, the
tasks they can accomplish (i.e., their skills). A
second is their scarcity: The fewer workers that
are available to accomplish a task, and the more
employers need that task accomplished, the
higher is workers’ economic value in that
task. In conventional terms, the skill premium
depends uponwhat skills employers require (skill
demand) and what skills workers have acquired
(skill supply). To interpret the evolution of this
premium, we need to account for both forces.

Skill Demands: The Long View

A technologically advanced economy requires
a literate, numerate, and technically and scien-
tifically trained workforce to develop ideas, man-
age complex organizations, deliver healthcare
services, provide financing and insurance, ad-
minister government services, and operate critical

infrastructure. This was not always the case. In
1900, 4 in 10 U.S. jobs were in agriculture, 11%
of the population was illiterate, a substantial
fraction of economic activity required hard phys-
ical labor, and workers’ strength and physical
stamina were key job skills (17, 18). Few citizens
would have predicted at the time that a cen-
tury later, health care, finance, information tech-
nology, consumer electronics, hospitality, leisure,
and entertainment would employ farmorework-
ers than agriculture—which employed only 2%
of U.S. workers in 2010. As physical labor has
given way to cognitive labor, the labor market’s
demand for formal analytical skills, written com-
munications, and specific technical knowledge—
what economists often loosely term cognitive
skills—has risen spectacularly.
The central determinant of the supply of

skills available to an advanced economy is its
education system. In 1900, the typical young,
native-born American had only a common school
education, about the equivalent of six to eight
grades (19). By the late 19th century, however,
many Americans recognized that farm employ-
ment was declining, industry was rising, and
their children would need additional education
to earn a living. Over the first four decades of the
20th century, the United States became the first
nation in the world to deliver universal high
school education to its citizens. Tellingly, the high
school movement was led by the farm states.
As the high school movement reached its

conclusion, postsecondary education became
increasingly indispensable to the growing oc-
cupations of medicine, law, engineering, sci-
ence, and management. In 1940, only 6% of
Americans had completed a 4-year college
degree. From the end of the Second World
War to the early 1980s, however, the ranks of
college-educated workers rose robustly and
steadily, with each cohort of workers enter-
ing the labor market boasting a proportion-
ately higher rate of college education than
the cohort that preceded it. This intercohort
pattern, which was abetted by the Second
World War and Korean War GI Bills (20) and
by huge state and federal investments in pub-
lic college and university systems, is depicted in
Fig. 3A. From 1963 through 1982, the fraction
of all U.S. hours worked that were supplied
by college graduates rose by almost 1 percentage
point per year, a remarkably rapid gain.
After 1982, however, the rate of intercohort

increase fell by almost half—from 0.87 percentage
points to 0.47 percentage points per year—and
did not begin to rebound until 2004, nearly
two decades later. As shown in fig. S2, this de-
celeration in the supply of college graduates is
particularly stark when one focuses on young
adults with fewer than 10 years of experience—
that is, the cohorts of recent labor market
entrants at each point in time. Although the
supply of young college-educated males rela-
tive to young high school–educated males in-
creased rapidly in the 1960s and early 1970s
(and indeed throughout the postwar period), this
rising tide reached an apex in 1974 from which

Fig. 2. Cross-national differences
in wage returns to skills,
2011–2013. Reproduced with
permission from Hanushek et al.
[(15), table 2]. Estimates are
obtained by regressing the
natural logarithm of workers’
weekly full-time earnings on test
scores while controlling for sex
and labor market experience
(both a linear and a quadratic
term). Regression estimates are
performed separately for each
country and test scores are
normalized with mean zero and
unit standard deviation within
each country. Estimates that
normalize test scores on a
common basis across countries,
or that use literacy or
problem-solving scores rather
than numeracy scores,
yield qualitatively similar patterns.
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it barely budged for the better part of the next
30 years. Among young females, the deceleration
in supply was also unmistakable, although not as
abrupt or as complete as for males.
The counterpart to this deceleration in the

growth of supply of college-educated workers
is the steep rise in the college premium com-
mencing in the early 1980s and continuing for
25 years. Concretely, when the influx of new
college graduates slowed, the premium that a
college education commanded in the labor mar-
ket increased. The critical role played by the
fluctuating supply of college education in the
rise of U.S. inequality is documented in Fig. 3B,
which plots the college wage premium from
1963 through 2012 (blue line). This premium
fluctuated in a comparatively narrow band dur-
ing the 1960s and 1970s, as rising demand for
educated workers was met with rapidly rising
year-over-year increases in supply. In 1981, the
average college graduate earned 48% more per
week than the average high school graduate—a
significant earnings gap but not an earnings
gulf. When the supply deceleration began in
1982, however, the college premium hit an in-
flection point. This premium notched remark-
ably rapid year-over-year gains from 1982 forward,
reaching 72% in 1990, 90% in 2000, and 97% in
2005 (21, 22). Thus, the average earnings of college
graduates were 1.5 times those of high school

graduates in 1982 but were double those of high
school graduates by 2005.
Why is this deceleration in supply relevant

to the college premium? After all, although the
growth of supply slowed in 1982, it was still
rising. A likely answer is that the demand for
college workers rose in the interim. Through-
out much of the 20th century, successive waves
of innovation—electrification, mass production,
motorized transportation, telecommunications—
have reduced the demand for physical labor
and raised the centrality of cognitive labor in
practically every walk of life. The past three
decades of computerization, in particular, have
extended the reach of this process by displac-
ing workers from performing routine, codifiable
cognitive tasks (e.g., bookkeeping, clerical work,
and repetitive production tasks) that are now
readily scripted with computer software and
performed by inexpensive digital machines. This
ongoing process of machine substitution for rou-
tine human labor complements educated work-
ers who excel in abstract tasks that harness
problem-solving ability, intuition, creativity, and
persuasion—tasks that are at present difficult
to automate but essential to perform. Simulta-
neously, it devalues the skills of workers, typ-
ically those without postsecondary education,
who compete most directly with machinery in
performing routine-intensive activities. The net

effect of these forces is to further raise the de-
mand for formal education, technical expertise,
and cognitive ability (23–27).

Bringing the Supply-Demand
Framework to the Data

The persistently rising demand for educated
labor in advanced economies was first noted
by the Nobel Prize–winning economist Jan
Tinbergen (28) and is often referred to as the
“education race” model (19). Its primary im-
plication is that if the supply of educated labor
does not keep pace with persistent outward
shifts in demand for skills, the skill premium
will rise. In the words of the Red Queen in
Lewis Carroll’s Alice inWonderland, “…it takes
all the running you can do, to keep in the same
place.” Thus, when the rising supply of edu-
cated labor began to slacken in the early 1980s,
a logical economic consequence was an increase
in the college skill premium.
To more formally account for the impact of

the fluctuating growth rate of supply of college-
educated workers on the college wage differen-
tial, Fig. 3B depicts the fit of a simple regression
model that predicts the college wage premium
in each year as a function of two factors: (i) the
contemporaneous supply of college graduates,
and (ii) a time trend, which serves as a proxy for
the secularly rising demand for college-educated
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Fig. 3. The supply of college graduates and the U.S. college/high school
premium, 1963–2012. (A) College share of hours worked in the United
States, 1963–2012: All working-age adults. Figure uses March CPS data for
earnings years 1963 to 2012.The sample consists of all persons aged 16 to
64 who reported having worked at least 1 week in the earnings years,
excluding those in the military. Following an extensive literature, college-
educated workers are defined as all of those with four or more completed
years of college plus half of those with at least 1 year of completed college.
Non-college workers are defined as all workers with high school or less
education, plus half of those with some completed college education. For
each individual, hours worked are the product of usual hours worked per
week and the number of weeks worked last year. Individual hours worked

are aggregated using CPS sampling weights. (B) College versus high school
wage gap. Figure uses March CPS data for earnings years 1963 to 2012.The
series labeled “Measured Gap” is constructed by calculating the mean of
the natural logarithm of weekly wages for college graduates and non–
college graduates, and plotting the (exponentiated) ratio of thesemeans for
each year.This calculation holds constant the labor market experience and
gender composition within each education group. The series labeled
“Predicted by Supply-Demand Model” plots the (exponentiated) predicted
values from a regression of the log college/noncollege wage gap on a
quadratic polynomial in calendar years and the natural log of college/
noncollege relative supply. See text and supplementary material for further
details.
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supply-demand model suggest is that the flat-
tening of the college premium after 2005 is in
large part a consequence of the quickening pace
of educational attainment.

Inequality: Causes for Concern?

A market economy needs some inequality to
create incentives. If, for example, students were
not ultimately rewarded for spending their early
adulthoods pursuing undergraduate, graduate,
and professional degrees, or if the hardest-working
and most productive workers were paid the
same as the median worker, then citizens would
have little incentive to develop expertise, to exert
effort, or to excel in their work (42). Having ac-
knowledged that some inequality is necessary,
however, how can we gauge whether there is
too much of it? I offer two analytical perspec-
tives on this question.

Earnings Mobility

One metric by which to evaluate the conse-
quences of inequality is via its relationship
with economic mobility—that is, the degree to
which individual economic fortunes change
over time. Of particular interest is the degree of
intergenerational mobility, meaning the likeli-
hood that children born to low-income fami-
lies become high-income adults and vice versa.
High levels of economic inequality at a given
point in time are not intrinsically inimical to
economic mobility; a society with high inequal-
ity may be dynamic, with lots of movement up
and down the economic ladder, and one with
low inequality may be dynastic. But a natural

concern is that high inequality at a point in time
may serve to reduce mobility over time. If, for
example, adults who became wealthy through
hard work are able to “buy” success for their
children through outsized investments and per-
sonal connections, while adults who are unpro-
ductive or unlucky in their careers are unable
to muster the resources to foster their children’s
potential, then inequality of incomes could be-
come self-perpetuating even if it originally ema-
nates from high market returns to skill (43).
To understand the importance of high and

rising U.S. inequality, it is therefore useful to
ask how U.S. economic mobility compares to
that of other developed countries, and whether
U.S. mobility has fallen as inequality has risen.
The answers to both questions will surprise
many. Contrary to conventional civic mythol-
ogy, U.S. intergenerational mobility is relative-
ly low. The left panel of Fig. 5, reproduced from
(44), which plots the relationship between cross-
sectional inequality (x axis) and earnings mobil-
ity (y axis) among a set of 13 OECD member
countries for which consistent data are available,
documents that the United States has both the
lowest mobility and highest inequality among
all wealthy democratic countries. The right panel
of Fig. 5, also sourced from (44), suggests one
proximate explanation for this pattern: Coun-
tries with high returns to education tend to
have relatively lowmobility. Why, if education is
“the great equalizer” in the words of Horace
Mann, do high educational returns predict low
mobility? A key reason is that educational at-
tainment is highly persistent within families.

Indeed, two of the strongest predictors of child-
ren’s ultimate educational attainment are pa-
rental education and parental earnings (45, 46).
Hence, when the return to education is high,
children of better-educated parents are doubly
advantaged—by their parents’ higher education
and higher earnings—in attaining greater edu-
cation while young and greater earnings in
adulthood. Figure 5 therefore lends credence
to the concern that rising inequality may erode
economic mobility.
Has this erosion occurred? Surprisingly, the

best evidence to date suggests that it has not.
Evidence from Chetty et al. (46), documented
in the supplementary material, underscores the
message from Fig. 5 that there is substantial
economic immobility in the United States. Chil-
dren born three deciles apart in the household
income distribution are on average one decile
apart in the earnings distribution at age 29 or
30. Similarly, children born three deciles apart
in the household income distribution differ by
20 percentage points in their probability of at-
tending college at age 19 (relative to a mean of
approximately 55%). Yet these data offer no
evidence that mobility has appreciably changed
among children born prior to the historic rise
of U.S. inequality (1971–1974) and those born
afterward (1991–1993). As far as we can measure,
rising U.S. income inequality has not reduced
intergenerational mobility so far. These find-
ings, which also appear to hold over a longer
historical time frame (47), suggest that U.S.
mobility has not trended downward as many
social scientists would have anticipated, and as
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Fig. 5. Earnings inequality and economic mobility: Cross-national rela-
tionships. Reproduced from Corak [(44), figs. 1 and 4] with permission of
the American Economic Association. In both panels, the mobility measure is
equal to the intergenerational earnings “elasticity,” meaning the average
proportional increase in a son’s adult earnings predicted by his father’s
adult earnings measured approximately three decades earlier. A higher in-
tergenerational earnings elasticity therefore implies lower intergenerational

mobility. In the left panel, cross-sectional income inequality is measured
using a “Gini” index that ranges from 0 to 100, where 0 indicates complete
equality of household incomes and 100 indicates maximal inequality (all
income to one household). In the right panel, the college earnings premium
refers to the ratio of average earnings of men 25 to 34 years of age with a
college degree to the average earnings of those with a high school diploma,
computed by the OECD using 2009 data. See (44) for further details.
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many policymakers and popular accounts fre-
quently assume.
It is important to interpret these results in

context. The most recent birth cohorts whose
adult outcomes can be observed at present
were born no later than the early 1990s, which
is still relatively early in the rise of U.S. in-
equality. Another 10 years of data, focusing
on children born since 2000, may suggest a
different conclusion. Moreover, the fact that
mobility has stayed constant while inequality
has risen means that the lifetime relative dis-
advantage of children born to low- versus high-
income families has increased substantially;
concretely, the rungs of the economic ladder
have pulled farther apart but the chance of
ascending the ladder has not improved. Fi-
nally, it is possible to interpret the fact that
mobility has remained unchanged as evidence
that U.S. mobility would have declined had it
not been for the other compensatory steps
taken by the federal government during this
period, including, for example, expanding the
Earned Income Tax Credit for low-income work-
ers in the 1980s, enlarging the early childhood
education Head Start program in the 1990s,
and increasing federal student grant and loan
programs to support college-going (48). Declines
in racial and gender discrimination during this
period likely also complemented these policies
(49). A cautious read of the evidence is that al-
though the United States is not a “land of oppor-
tunity”by conventional economicmobilitymetrics,
it has not become less so in recent decades.

Real Earnings

A second gauge of economic health is the tra-
jectory of earnings and employment. Here, the
data present substantial cause for concern. Al-
though the substantial college wage premium

conveys the positive economic news that educa-
tional investments offer large returns, this wage
premium also masks a discouraging truth: The
rising relative earnings of workers with post-
secondary education is not simply due to rising
real earnings among college-educated workers
but is also due to falling real earnings amongnon–
college-educated workers. Between 1980 and
2012, real hourly earnings of full-time college-
educated U.S. males rose anywhere from 20% to
56%, with the greatest gains among those with
a postbaccalaureate degree (Fig. 6A). During the
same period, real earnings of males with high
school or lower educational levels declined substan-
tially, falling by 22% among high school dropouts
and 11% among high school graduates. Although
the picture is generally brighter for females (Fig.
6B), real earnings growth among females with-
out at least some college education over this three-
decade interval was extremely modest.
Accompanying the fall in real wages among

less educated workers has been a pronounced
drop in their labor force participation rates,
particularly among less educated males. Be-
tween 1979 and 2007, prior to the onset of the
Great Recession, the fraction of working-age
males in paid employment fell by 12 percentage
points among high school dropouts and 10 per-
centage points among those with exactly a high
school diploma. Conversely, employment rates were
generally stable for males with postsecondary
education and rose for females of all education
levels except for high school dropouts.
The causes for the sharp falls in real earnings

among non–college-educated workers are mul-
tiple. One likely force, as noted above, is the
ongoing substitution of computer-intensive ma-
chinery for workers performing routine task-
intensive jobs. This has depressed demand for
workers in both blue-collar production andwhite-

collar office, clerical, and administrative support
positions, and has reduced the set of middle-
skill career jobs available to non–college-educated
workers more generally (25). A second factor
is the globalization of labor markets, seen par-
ticularly in the greatly increased U.S. trade
integration with developing countries. Global-
ization has become particularly important for
U.S. labor markets since the early 1990s, when
China began its extremely rapid integration
into the world trading system. The influx of
Chinese goods lowered consumer prices but
also fomented a substantial decline in U.S. man-
ufacturing employment, contributing directly
to the decline in production worker employment
(50). A third factor impinging on the earnings
of non–college-educatedmales is the decline in the
penetration and bargaining power of labor unions
in the United States, which have historically
obtained relatively generous wage and benefit
packages for blue-collar workers. Over the past
three decades, however, U.S. private-sector union
density—that is, the fraction of private-sector
workers who belong to labor unions—has fallen
by approximately 70%, from 24% in 1973 to 7% in
2011 (51, 52).
Notably, these three forces—technological

change, deunionization, and globalization—
work in tandem. Advances in information and
communications technologies have directly
changed job demands in U.S. workplaces while
simultaneously facilitating the globalization of
production by making it increasingly feasible
and cost-effective for firms to source, monitor,
and coordinate complex production processes
at disparate locations worldwide. In turn, the
globalization of production has increased com-
petitive conditions for U.S. manufacturers and
U.S. workers, eroding employment at unionized
establishments and decreasing the capability
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Figure 1. Top Marginal Tax Rates, Top Incomes Shares, and Income Growth:  
US Evidence

Notes: Panel A depicts the top 1 percent income shares including realized capital gains in full 
diamonds and excluding realized capital gains in empty diamonds. Computations are based 
on family market cash income. Income excludes government transfers and is before individ-
ual taxes (source is Piketty and Saez 2003, series updated to 2008). Panel A also depicts the 
top marginal tax rate on ordinary income and on realized long-term capital gains (source is 
Tax Policy Center). Panel B depicts real cash market income growth per adult of top 1 percent 
incomes and bottom 99 percent incomes (base 100 in 1913), assuming that individual adult 
top 1 percent and bottom 99 percent shares are the same as top 1 percent and bottom 99 per-
cent family based shares. 
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This link remains the same when including a linear time trend in the regression.26 
The implied elasticity is around 0.25–0.30 and very significant. Importantly, as the 
average marginal tax rate faced by the top 1 percent was smaller than the statutory top 

26 Naturally, the correlation disappears when additional polynomials in time are added as identification is based 
solely on time series variation.

Table 1—US Evidence on Top Income Elasticities

Income 
excluding 

capital 
gains
(1)

Income including 
capital gains 
(to control for 
tax avoidance)

(2)

Panel A. 1975–1979 versus 2004–2008 Comparison
Top marginal tax rate (MTR) 1960–4 85 percent 85 percent

2004–8 35 percent 35 percent
Top 1 percent income share 1960–4 8.2 percent 10.2 percent

2004–8 17.7 percent 21.8 percent

Elasticity estimate:
Δ log (top 1 percent share)/Δ log (1 − Top MTR) 0.52 0.52

Panel B. Elasticity estimation (1913–2008):
  log(top 1 percent income share) = α + e × log(1 − Top MTR) + c × time + ε
No time trend 0.25 0.26

(0.07) (0.06)
Linear time trend 0.30 0.29

(0.06) (0.05)

Number of observations 96 96

Panel C. Effect of top MTR on income growth (1913–2008): 
  log(income) = α + β × log(1 − Top MTR) + c × time + ε
Top 1 percent real income 0.265 0.261

(0.047) (0.041)
Bottom 99 percent real income −0.080 −0.076

(0.040) (0.039)
Average real income −0.027 −0.027

(0.018) (0.034)
Number of observations 96 96

Notes: Estimates from panel A are obtained using series from Figure 1 (source is Piketty and 
Saez 2003 for top income shares and Tax Policy Center for top marginal tax rate). If the surge 
in top income shares since 1960 is explained solely by the reduction in the top marginal tax 
rate, then the elasticity is large, around 0.5. The elasticity is the same for income excluding 
capital gains and income including capital gains. As capital gains are treated more favorably 
and are the main channel of avoidance for top incomes, this implies that tax avoidance plays no 
role in the surge of top incomes in the long-run. Estimates from panels B and C are obtained by 
time-series regressions over the period 1913–2008 (96 observations) and using standard errors 
from Newey-West with 8 lags. Panel B shows significant elasticities of top 1 percent income 
shares with respect to the net-of-tax rate (using the top MTR). Elasticities are virtually the 
same when excluding or including capital gains and are robust to including a linear time trend 
in the regression. This shows that there is a strong link in the time-series between top income 
shares and top MTR as evidenced in Figure 1A. Panel C shows that real income growth of top 
1 percent is strongly related to the net-of-tax rate (using the top MTR), confirming the results 
of panel B. Bottom 99 percent incomes are negatively related to the net-of-tax rate (using the 
top MTR) suggesting that top 1 percent income gains came at the expense of bottom 99 percent 
earners. Average incomes (including both the top 1 percent and bottom 99 percent) are not sig-
nificantly related to the net-of-tax rate. Those results suggest that most of the elasticity of top 
incomes is due to bargaining effects and not real supply side effects.
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Figure 2. Top Income Shares and Top Marginal Tax Rates: International Evidence

Notes: The figure depicts the top 1 percent income shares and top income tax rates (includ-
ing both central and local government individual income taxes) across 18 OECD countries in 
1960–1964 (panel A) and 2005–2009 (panel B). Source for top income shares is the World Top 
Incomes Database. Source for top income tax rates is OECD and country specific sources. If 
the country does not have top income share data for those years, we select the first five years 
after 1960 available and the most recent five years (full details in online Appendix A.2). For 
the following five countries, the data start after 1960: Denmark (1980); Ireland (1975); Italy 
(1974); Portugal (1976); Spain (1981). For Switzerland, the data end in 1995 (they end in 
2005 or after for all the other countries). The figures report the elasticity estimate of the OLS 
regression of log(top 1 percent share) on log(1-MTR) based on the depicted dots. The cor-
relation between top tax rates and top income shares is much stronger in 2005–2009 than in 
1960–1964. 
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Figure 2. Top Income Shares and Top Marginal Tax Rates: International Evidence

Notes: The figure depicts the top 1 percent income shares and top income tax rates (includ-
ing both central and local government individual income taxes) across 18 OECD countries in 
1960–1964 (panel A) and 2005–2009 (panel B). Source for top income shares is the World Top 
Incomes Database. Source for top income tax rates is OECD and country specific sources. If 
the country does not have top income share data for those years, we select the first five years 
after 1960 available and the most recent five years (full details in online Appendix A.2). For 
the following five countries, the data start after 1960: Denmark (1980); Ireland (1975); Italy 
(1974); Portugal (1976); Spain (1981). For Switzerland, the data end in 1995 (they end in 
2005 or after for all the other countries). The figures report the elasticity estimate of the OLS 
regression of log(top 1 percent share) on log(1-MTR) based on the depicted dots. The cor-
relation between top tax rates and top income shares is much stronger in 2005–2009 than in 
1960–1964. 
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top income shares. Among the countries which experienced significant top rate cuts, 
some experience a large increase in top income shares (all five English-speaking 
countries but also Norway and Portugal) while others experience only modest 
increases in top income shares (Japan). Interestingly, no country experiences a sig-
nificant increase in top income shares without large top rate tax cuts. The implied 
elasticity from the OLS regression of the change in the log of the top retention rate 
on the change of the log of the top 1 percent share is 0.47 and highly significant.

Panel A in Table 2 reports estimates from regressions of the form

 	 log(Top 1 percent Income Shar​e​it​)  =  α  +  e  ·  log(1  −  Top ​MTR​it​)  + ​ ε​it​

on the complete time series. Column  1 considers the full period 1960–2010, 
column 2 the early 1960–1980 period and column 3 the 1981–2010 most recent 
period. Three lessons emerge.

First, full period regressions generate estimates around 0.3–0.4, highly sig-
nificant, and robust to the introduction of an overall time trend or country fixed 
effects.37 Second, the implied elasticity varies significantly across countries with 
strong effects in English-speaking countries, and particularly the United States and 
the United Kingdom where the elasticity is around 0.5, and much more modest 
effects in other countries such as Japan, Sweden, or Italy, where the elasticity is 

37 Estimates using both country and time fixed effects generate smaller elasticities as they rely on year-to-year 
variation for identification. Our analysis focuses instead on long-run effects of top tax rates.
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Notes: The figure depicts the change in top 1 percent income shares against the change 
in top income tax rate from 1960–1964 to 2005–2009 based on Figure  2 data for 
18 OECD countries. The correlation between those changes is very strong. The fig-
ure reports the elasticity estimate of the OLS regression of Δ log(top 1 percent share) 
on Δ log(1 − MTR) based on the depicted dots. 
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overall exogenous growth independent of tax policy. The estimates for β, reported 
in Table 2, panel C, are positive and highly significant for the top 1 percent incomes, 
with a magnitude around 0.25 very similar to the time series elasticity estimation 

Table 2—International Evidence on Top Income Elasticities

All 18 countries and fixed periods Bootstrapping period and country set

1960–2010 1960–1980 1981–2010 Median
5th

percentile
95th

percentile
(1) (2) (3) (4) (5) (6)

Panel A. Effect of the top marginal income tax rate on top 1 percent income share
Regression: log(top 1 percent share) = α + e × log(1 − Top MTR) + ε
No controls 0.324 0.163 0.803 0.364 0.128 0.821 

(0.034) (0.039) (0.053) (0.043) (0.085) (0.032)
Time trend control 0.375 0.182 0.656 0.425 0.191 0.761 

(0.042) (0.030) (0.056) (0.045) (0.091) (0.032)
Country fixed effects 0.314 0.007 0.626 0.267 0.008 0.595 

(0.025) (0.039) (0.044) (0.035) (0.070) (0.026)

Number of observations 774 292 482 286 132 516 

Panel B. Effect of the top marginal income tax rate on real GDP per capita
Regression: log(real GDP per capita) = α + β × log(1 − Top MTR) + c × time + ε
No country fixed effects −0.064 −0.018 −0.097 0.002 −0.214 0.173

(0.033) (0.041) (0.043) (0.042) (0.080) (0.026)
Country fixed effects −0.029 −0.082 0.037 −0.004 −0.087 0.071

(0.014) (0.016) (0.019) (0.016) (0.031) (0.011)
Initial GDP per capita −0.095 −0.025 −0.023 −0.054 −0.149 0.022

(0.019) (0.016) (0.014) (0.017) (0.030) (0.011)
Initial GDP per capita, time −0.088 0.004 −0.037 −0.060 −0.160 0.012
  × intial GDP per capita (0.017) (0.011) (0.014) (0.016) (0.030) (0.011)
Country fixed effects, time −0.018 0.000 0.008 −0.015 −0.069 0.040
  × initial GDP per capita (0.011) (0.014) (0.017) (0.013) (0.031) (0.009)

Number of observations 918 378 540 317 152 576

Notes: Panel A presents regression elasticity estimates to the top 1 percent income share with respect to the net-of-
tax top rate. Those estimates are obtained by regressing log(top 1 percent income share) on the log(1-top MTR)  
where top MTR denotes the top marginal income tax rate (including both central and local income taxes). 
Columns 1–3 use the complete panel of top 1 percent income share series from the World Top Income Database for 
18 OECD countries for three time periods: 1960 to 2010 in column 1, 1960 to 1980 in column 2, 1981 to 2010 in 
column 3. Estimates are not sensitive to the inclusion of a time trend or of country fixed effects. For the following 5 
countries, the data start after 1960: Denmark (1980); Ireland (1975); Italy (1974); Portugal (1976); Spain (1981). 
For Switzerland, the data end in 1995 (they end in 2005 or after for all other countries). Panel B presents regressions 
of the log real GDP per capita (2010 PPP) on the log net-of-tax rate. All regressions include a time trend to account 
for growth. Regressions include the same 18 OECD countries as in panel A for three time periods: 1960 to 2010 in 
column 1, 1960 to 1980 in column 2, 1981 to 2010 in column 3. In contrast to panel A, the series are complete for all 
countries. The second regression include country fixed effects. The third regression includes initial GDP per capita. 
The fourth regression includes initial GDP per capita and the interaction of initial GDP per capita with a time trend 
(to capture catching up effects). The fifth regression includes country fixed effects and the interaction of initial GDP 
per capita with a time trend. Negative numbers imply that high top MTR lead to more growth (in contrast with the 
standard supply-side scenario). The effect of the top MTR on GDP per capita growth is small and insignificant when 
using the widest set of controls (last row). Columns 4 to 6 perform a robustness check by repeating the same regres-
sion 500 times on 500 randomly selected samples. More precisely, we randomly select a time period (with a mini-
mum of 17 years, i.e., 1/3 of our 51 year span) common to all countries, a subset of countries (between 6 and 18, 
i.e., at least 1/3 of our sample). We then compute the 500 coefficients and their standard deviations and report the 
median (column 4), fifth percentile (column 5), and 95th percentile (column 6). In panel A, all estimates are posi-
tive (highly significant for the median and 95th percentile and mostly insignificant for the fifth percentile but still 
positive), implying that the correlation between top tax rates and top income shares is robust. In panel B, median 
estimates are either negative or insignificant. Fifth percentile estimates are always negative, while 95th percentile 
estimate are positive. Overall, there is no systematic evidence that GDP growth is related to top tax rates.



256	 American Economic Journal: economic policy� February 2014

lower to upper incomes with an increase in top income shares but no additional 
economic activity.

Both graphs display no visible correlation between the change in top tax rates and 
growth rates. The countries experiencing the largest increases in top income shares 
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Figure 4. Top Marginal Tax Rates and Growth from 1960–1964 to 2006–2010

Notes: The figure depicts the average real GDP per capita annual growth rate from 1960–1964 
to 2006–2010 against the change in top marginal tax rate. Panel A considers the raw growth rate 
while panel B adjusts the growth rate for initial real GDP per capita as of 1960. Formally, adjusted 
growth rates are obtained by regressing log(GDP) on log(1 − MTR), country fixed effects, a time 
trend and a time trend interacted with demeaned log(GDP). We then estimate adjusted log(GDP) 
by removing the estimated interaction component time × log(GDP). In both panels, the correla-
tion between GDP growth and top tax rates is insignificant suggesting that cuts in top tax rates do 
not lead to higher economic growth. Table 2 reports estimates based on the complete time series. 
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A simple explanation is that the use of stock-options has exploded in the post-
1986 period, i.e., after top tax rates went down. As stock-option compensation 
automatically rewards for industry wide luck, it is not surprising that pay is more 
sensitive to luck in the high stock-option period. This fits with Hall and Murphy 
(2003) who argue that stock-options have been a device that has allowed CEOs to 
increase their pay because boards and shareholders fail to perceive the real costs of 
granting them. This intuition is confirmed by our analysis (not reported in the table) 
that salaries and bonuses, excluding stock-option grants, exhibit less pay for luck.48

48 As robustness checks, we have performed the same analysis using only those Execucomp firms which were 
already present in the Forbes 800 sample. The results are qualitatively consistent, even if the exact magnitudes vary 
somewhat.

Table 3—US CEO Pay Evidence, 1970–2010

Firm performance 
  measure log(net income) log(stock-market value)
Outcome
  (LHS variable) log(CEO pay) log(CEO pay)

log(industry level 
workers pay) log(CEO pay) log(CEO pay)

log(industry level 
workers pay)

OLS versus IV OLS
Industry 
luck IV

Industry level 
OLS regression OLS

Industry 
luck IV

Industry level 
OLS regression

(1) (2) (3)   (4) (5) (6)

Panel A. Effect of firm performance on log pay in high top tax rate period (1970–1986)
Firm performance 0.23*** 0.34*** 0.00 0.28*** 0.22* 0.00
  (RHS variable) (0.013) (0.072) (0.010) (0.022) (0.123) (0.015)
Number of 
  observations

8,632 8,503 890 9,005 8,865 898

Panel B. Effect of firm performance on log pay in low top tax rate period (1987–2010)
Firm performance 0.27*** 0.70*** −0.02 0.37*** 0.95*** −0.02
  (RHS variable) (0.012) (0.148) (0.020) (0.021) (0.309) (0.023)
Number of 
  observations

14,914 14,697 1,422 17,775 17,593 1,443

Panel C. Test for difference between low and high top tax rate periods
Difference  
  panel B–panel A

 0.04***  0.36* −0.019  0.09***  0.72** −0.023

p-value of difference 0.01 0.06 0.440 0.00 0.05 0.46

Notes: The table uses micro-level CEO pay data for the United States from 1970 to 2010 by combining the Forbes 
800 CEO data from 1970 to 1991 and the Execucomp CEO data for 1992 to 2010. See online Appendix A.2 for 
details on data sources and variables construction. In columns 1, 2, 4, and 5, we consider total CEO pay includ-
ing salaries, bonuses, and equity pay stock-options and stock grants. In columns 3 and 6, we consider the log of 
the average annual wages and salaries per full time employee at 2-digit SIC level industry level from National 
Accounts. The performance measure for the firm is the log of net income in columns 1–2 and log of shareholder 
wealth defined as log of market value capitalization in columns 4–5. Columns 1–2 exclude firms with negative net 
income. In the IV luck regressions in columns 2 and 5, the performance measure is instrumented with the asset-
weighted mean industry performance at the 2-digit SIC level, excluding the firm itself. In columns 3 and 6, the right-
hand-side variable in the industry wide (2-digit SIC level) average performance of firms in our sample. Regressions 
(1), (2), (4), and (5) include year and firm fixed effects and a quadratic in age, tenure in the firm, and tenure as CEO 
of the firm. Regressions (3) and (6) include year and industry fixed effects. Standard errors reported in parentheses 
are clustered at the firm level in columns 1, 2, 4, and 5, and the industry level in columns 3 and 6. Panel A reports 
regressions based on the 1970–1986 period (when top tax rates were at or above 50 percent) while panel B reports 
results based on the 1987–2010 period (top tax rates below 40 percent). Panel C tests for the significance of the 
difference in the coefficients between the 1970–1986 and 1987–2010 periods using an F-test (for OLS) and a ​χ​2​ 
test (for IV). We report the p-values of the test. The results highlight two points. First, there is pay for luck among 
CEOs, as CEOs are rewarded for industry wide performance. This cannot be due to an increase in the human capi-
tal value of CEOs during times when the industry performs well since workers’ wages do not exhibit any pay for 
luck. Second, pay for luck has increased in the more recent period since 1987 when top tax rates are lower. In con-
trast, the sensitivity of workers’ wages to industry performance does not seem to have been affected by the change 
in top tax rates. This is consistent with our bargaining model: CEOs bargain in order to be rewarded for luck and the 
attractiveness of such rent-seeking increases when top tax rates are lower.
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Figure 5. International CEO Pay and Top Tax Rates

Notes: Panel A depicts the average CEO pay (in millions of 2006 US dollars) from the Ferreira 
et al. (2012) dataset against the top individual income tax rate across 13 countries in 2006. 
Panel B controls for the following variables: (i) Firm-level variables: log of sales, Tobin’s q, 
return on asset and stock return as well as their standard deviations, leverage, industry dum-
mies. (ii) CEO level variables: age of the CEO, age squared, tenure as CEO, and a dummy for 
college education. (iii) Governance variables: insider ownership, institutional ownership, the 
ratio of independent board directors, whether the CEO is also chairman of the board, the aver-
age number of board positions held by board members, the number of board members. We run 
a regression of log(CEO pay) on those (demeaned) control variables, and then plot the aver-
age of the residuals for each country. In both panels, the correlations between CEO pay and 
the top marginal tax rate is very strong. The implied elasticity of CEO pay with respect to the 
net-of-tax top rate is reported on each panel as well as in Table 4, columns 1 and 2. 
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Notes: Panel A depicts the average CEO pay (in millions of 2006 US dollars) from the Ferreira 
et al. (2012) dataset against the top individual income tax rate across 13 countries in 2006. 
Panel B controls for the following variables: (i) Firm-level variables: log of sales, Tobin’s q, 
return on asset and stock return as well as their standard deviations, leverage, industry dum-
mies. (ii) CEO level variables: age of the CEO, age squared, tenure as CEO, and a dummy for 
college education. (iii) Governance variables: insider ownership, institutional ownership, the 
ratio of independent board directors, whether the CEO is also chairman of the board, the aver-
age number of board positions held by board members, the number of board members. We run 
a regression of log(CEO pay) on those (demeaned) control variables, and then plot the aver-
age of the residuals for each country. In both panels, the correlations between CEO pay and 
the top marginal tax rate is very strong. The implied elasticity of CEO pay with respect to the 
net-of-tax top rate is reported on each panel as well as in Table 4, columns 1 and 2. 




