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ABSTRACT 

This paper presents evidence supporting the theory that problems of asymmetric 
information in debt markets affect financially unhealthy firms' ability to obtain 
outside finance and, consequently, their allocation of real investment expenditure 
over time. I test this hypothesis by estimating the Euler equation of a n  optimizing 
model of investment. Including the effect of a debt constraint greatly improves the 
Euler equation's performance in comparison to the standard specification. When the 
sample is split on the basis of two measures of financial distress, the standard Euler 
equation fits well for the a priori unconstrained groups, but is rejected for the 
others. 

Do IMPERFECTIONS IN THE financial system play a role in economic fluctua-
tions? Recent research in empirical macroeconomics has directed this ques-
tion to the area of investment, asking in particular whether firms with free 
access to capital markets have different investment behavior from those who 
do not. Emphasis on this question has resulted in part from the theoretical 
predictions of a recent surge of work in the economics of imperfect informa-
tion that has explored how violations of the Modigliani-Miller theorem as-
cribe a role for finanical factors in the investment process. In addition, 
interest in the question has been spurred by the poor empirical performance 
of standard optimizing models of investment. For example, tests of the 
q-theory of investment have found little explanatory power for q, have 
implied implausibly slow capital stock adjustment speeds, and have been 
outperformed by simple ad hoc accelerator models.' 

One specific hypothesis has been at the center of recent attempts to explore 
the connection between finance and investment. If a firm has difficulty 
obtaining outside finance, its investment should display excess sensitivity to 
the availability of internal funds.' Moreover, differences in this sensitivity 
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should be evident across different classes of firms. Although tests of this 
proposition have been supportive, they rely on reduced-form regressions of 
investment on q, cash flow, and, in some cases, output. They therefore suffer 
not only from the well-known divergence of measured average q from 
marginal q, but from a number of alternative interpretations. In particular, 
cash flow may not be picking up the desired liquidity effect but may be 
proxying either for an accelerator effect or for information about future 
investment opportunities not captured by q. 

This paper addresses the question of the interdependence of finance and 
investment from a different angle, by using the Euler equation of a structural 
model of investment to isolate the precise role of finance constraints in the 
investment process.3 This approach has been used in a similar fashion in the 
consumption literature. In particular, Zeldes (1989) finds that the consump- 
tion Euler equation fails for low-wealth consumers and that it holds for 
high-wealth consumers. As applied to investment, the Euler equation 
methodology complements previous studies in that it exploits the cross-
sectional heterogeneity among different firms to test for the role of financial 
factors. However, it avoids many of the pitfalls associated with estimating 
reduced-form investment equations. In addition, it points out the specific 
impact of financial factors on the intertemporal allocation of investment. 

The paper also extends the work by Fazzari et al. (1988a, 198813) by 
concentrating on debt instead of equity finance. This emphasis is, in part, a 
response to the observation that for most firms debt is a more important 
source of incremental funding than outside equity. A number of studies 
indicate that share issues typically account for less than 5% of total new 
external f i n a n ~ e . ~  In a loose sense, if debt is the primary marginal source of 
external funds, then the potential is great for credit restrictions to affect 
corporate decisions. 

The basic premise of the paper stems from one of the canonical predictions 
of asymmetric information theory, that small firms with low liquid asset 
positions have limited access to debt markets, presumably because they lack 
the collateral necessary to back up their b~rrowing.~ In the context of a 
standard neoclassical model of investment, this idea implies that a firm that 
faces a borrowing constraint today will tend to behave as if it has a high and 
variable discount rate. Two major implications emerge from this idea. First, 
financial variables should enter directly into the Euler equation through 
their effect on the Lagrange multiplier on a constraint restricting debt 

See Abel (1980) and Shapiro (1986) for earlier studies that estimate investment Euler 
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issuance. This constraint in turn influences the firm's discount rate. Such a 
specification allows for the estimation of the cross-sectional divergence of 
individual firm discount rates not directly available in the data. Second, the 
investment Euler equation of the standard neoclassical model should hold 
across adjacent periods for a priori unconstrained firms but be violated for 
constrained firms. For this latter group of firms a wedge should exist between 
the marginal cost of investment today versus investing tomorrow. This wedge 
corresponds to the effect of financial factors on the discount rate, which the 
standard model does not take into account. 

The results generally support the view that a firm's financial position 
affects its investment. The first test uses the full sample to estimate the 
extent to which different measures of financial distress affect a firm's alloca- 
tion of investment expenditure. Two indicators are used: (1) the market value 
of debt relative to the market value of the firm, and (2) the ratio of interest 
expense to the sum of interest expense and cash flow. Within the Euler 
equation framework derived from the model, I estimate values of the 
Lagrange multiplier on a constraint restricting debt issue. The explanatory 
variables enter the equation with the right sign, and most are significant. 
Also, the implied values of the Lagrange multiplier are fairly reasonable. 

The second set of tests stems first from dividing the sample separately on 
the basis of each of these indicators. For the a priori constrained groups the 
simple Euler equation governing investment is strongly rejected, while for 
the unconstrained group it fares much better. In addition, the effects of 
financial variables in an augmented version of the Euler equation are signifi- 
cant for the financially unhealthy firms but not for those in good financial 
health. I also divide the sample on the basis of whether the firm has a bond 
rating at the beginning of the sample period or not. The idea here is that 
firms that use the corporate bond market have undergone more investor 
scrutiny so that they are less affected by informational asymmetries. For both 
groups of firms the standard equation is strongly rejected. However, the 
one-period discount rate responds more strongly to the financial variables for 
the group without bond rating^.^ 

The rest of the paper is organized as follows. Section I provides an overview 
of some of the theoretical reasons for a role for liquidity in the investment 
process. In Section I1 I present a model of finance and investment with and 
without borrowing constraints. Section 111 describes the econometric tests 
and Section IV the data. Because testing these implications involves observ- 
ing different groups of individual firms over time, I use as my primary data 
source the COMPUSTAT industrial file, a large panel of U.S. corporations. 
Section V presents the results. Concluding remarks and directions for further 
research are provided in the last section. 

6~ series of more recent papers has corroborated these results. See Gilchrist (1990) and 
Himmelberg (1990) for studies using firm panel data, and Hubbard and Kashyap (1990), which 
uses aggregate agricultural data. 
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I. Debt Market Imperfections and the Cost of External Funds 

If all borrowers and lenders are risk neutral and if debt markets are perfect, 
then all interest rates on similar maturity debt should be equal. However, if a 
firm has better information over its investment opportunities and its actions 
than do potential investors, then its cost of borrowing may increase relative 
to the cost faced by a firm not plagued by such information asymmetries- 
perhaps to the extent that it cannot obtain credit at  all. A number of recent 
theoretical papers have studied this possibility. Their underlying theme is 
that informational asymmetries may induce financial market inefficiencies 
that spill over to the real side of the economy. More specifically, the usual 
result in models of one-period contracting is that low levels of financial assets 
will increase the agency costs of outside finance and therefore increase the 
opportunity cost of investment. The rest of this section examines in more 
detail some of the main arguments along this line. 

The incentive effects of debt contracts can raise the cost or availability of 
borrowing in two important ways. First, Myers (1977) presents a model based 
on this idea, in which high levels of debt cause firms to forgo projects with 
positive net present value. Using debt creates the potential for underinvest- 
ment and bankruptcy, which lowers the equilibrium value of the firm. This 
effect can be viewed as an agency cost of debt. Myers also allows for a role for 
internal net worth by showing that if tangible assets are small relative to 
future investment opportunities, this drop in value will be more likely to 
occur, since a greater portion of firm value rests on the option of future 
expansion. 

Jensen and Meckling (1976) also invoke a moral hazard argument to 
explain the agency costs of debt, proposing that high levels of debt will induce 
firms to opt for excessively risky investment projects. The incentive for such a 
move is that limited liability provisions in debt contracts imply that risky 
projects will provide higher mean returns to the shareholders: zero in low 
states of nature and high in good states. However, the higher probability of 
default will induce investors to demand either interest rates premiums or 
bond covenants that restrict the firm's future use of debt. 

The problem of adverse selection can also contribute to the cost of debt 
finance. Myers and Majluf (1984) use a variant of Akerlofs (1970) "lemons" 
model to argue that if managers have private information about their invest- 
ment projects, they may have to obtain external finance at a premium in 
order to compensate investors for the possibility of funding a "bad" firm, 
whose projects may have a negative net present value.7 In addition, they 
show that a firm will always prefer debt to equity, since debt dominates 
equity in terms of minimizing this "lemons" problems. By issuing a security 
with a non-contingent repayment and bankruptcy provisions, such as debt, 

Leland and Pyle (1977) and Greenwald, Stiglitz, and Weiss (1984) propose similar argu- 
ments. The latter notes that such a problem with new equity issues may prevent firms 
constrained in debt markets from finding alternative sources of funds. 
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the firm signals to investors that it may be "good," since it is willing to 
assume some of the consequences of its investment decisions. A high level of 
net worth will also convey positive information to potential debt holders. 

Finally, the idea that it may be expensive to make securities fully state- 
contingent can account for the existence of debt contracts as well as the 
differential availability of external versus internal finance.' If a lender must 
pay or exert effort to observe a firm's return on a project, then it will 
minimize this cost by using a contract that depends on the return and thus 
requires the lender to observe the outcome of the firm's project only if the 
firm cannot repay; that is, a debt contract. If the firm has low levels of 
financial assets, it will be more likely to go bankrupt. This problem will raise 
the lender's expected observation costs, thus forcing him to charge a higher 
interest rate or restrict credit altogether. 

11. A Dynamic Model of Finance and Investment 

I motivate my empirical work by using a standard model of finance and 
investment developed in the public finance and investment literatures to 
derive a set of Euler equations governing the evolution of investment and the 
capital stock. One goal of this paper is to determine whether the empirical 
failure of much of the previous work on investment is due to financial market 
imperfections or to other auxiliary assumptions. Therefore, I then modify the 
model to account for these frictions by incorporating a limit on the amount of 
debt a firm may have outstanding in any one period; and I derive a new set of 
Euler equation^.^ 

A. The Model without a Credit Limit 

A number of simplifications are required to make the basic model tractable. 
First, in order to isolate the role of debt finance, I do not explicitly model the 
issue of new shares. This approach helps focus on the effects of restrictions on 
outside debt by eliminating the possibility of a financial hierarchy in which 
firms prefer to raise funds through retained earnings rather than through 
new shares issues.1° The owners and managers of the firm are risk neutral, 
and the managers act on behalf of the stockholders in order to maximize the 
value of the firm. The model is a partial equilibrium one in the sense that the 
behavior of the financial sector is taken as exogenous. Also, at  any time t ,  all 
present variables are known to the firm with certainty, though all future 
variables are stochastic. Finally, managers are assumed to have rational 
expectations. 

Townsend (1979) is the seminal reference. See also Gale and Hellwig (1985) and Bernanke 
and Gertler (1989, 1990). 

The limit can be interpreted loosely either as a literal credit constraint or as an interest rate 
premium, since both interpretations lead to the same qualitative conclusions and results. 

lo Mackie-Mason (1987) finds weak evidence rejecting the idea of a financial hierarchy and 
reviews the inconclusive literature on its existence. 
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The analysis of investment demand must begin with an expression for the 
value of the firm, which in turn stems from the arbitrage condition governing 
the valuation of shares. The net after-tax return to the owners of firm i at 
time t comprises current dividends and capital appreciation. In equilibrium, 
if the owners are to be content holding their shares, this return must equal 
their required after-tax return, Ri t  . 

where Vit is the value of firm i at  time t ;  d,,,,, is the after-tax dividends of 
the firm at time t + 1; and Et is the expectation conditional on information 
known at time t. This specification implies that today's dividends are paid 
out at  the beginning of next period. The term in parentheses, which repre- 
sents the capital gain component of the return, should be thought of as net of 
taxes. 

In the absence of any bubbles, solving this equation forward yields the 
following expression for the firm's time zero market value: 

Here, pij = 1/(1 + Rij), that is, the firm's discount factor. The value of the 
firm is simply the present discounted value of the expected after-tax dividend 
stream. The firm maximizes its market value subject to four constraints. The 
first is the capital stock accounting identify: 

Here, Kit is the capital stock of firm i at the end of time t, Iit is its 
investment at  time t ,  and 6 is the constant rate of economic depreciation: 

The second constraint defines the firm's dividends. Cash inflows include 
sales and net borrowing, while cash outflows consist of dividends, factor and 
interest payments, and investment expenditures. This constraint can thus be 
written as: 

where: 

Nit = a vector of variable factors of production for firm i at  time t ,  
wt = a vector of real factor prices at  time t ,  

Bit = the real value of net debt outstanding for firm i a t  time t ,  

it = the nominal interest rate paid on corporate bonds a t  time t ,  
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,rrf = the expected inflation rate at time t, 
pit = the effective real price of capital goods at time t,ll and 
r = the corporate income tax rate. 

F(K,,,-,, Nit) is the firm's real revenue function, which I assume to be 
concave. It embodies the firm's production function as well as the demand 
curve it faces. It is important to note that production capabilities depend on 
the previous period's capital stock. This specification implies that capital 
goods purchased today are not ready for use until tomorrow.12 The function 
$(Iit, Ki,,-,) represents the real cost of adjusting the capital stock. I assume 
increasing, convex adjustment costs; that is, the faster the rate of gross 
investment, the greater the productivity lost to devoting resources to the 
installation of new capital goods. In addition, the firm will face positive costs 
for disinvestment. This assumption captures not only the costs of "unbolting" 
machines from the floor, but the discount at which a firm must usually sell 
used capital goods. $(Iit, K,,t - and GI(lit,K,,,- ,) are decreasing in the size 
of the capital stock. The assumption of economies of scale in installing capital 
implies that the larger the size of the firm, the less any given size investment 
project will displace resources from their usual activities, both on average 
and at the mar&in. 

The third constraint restricts dividends to be non-negative. 

d,, 2 0. (5) 

Clearly, if borrowing constraints are to matter in this model, outside equity 
funding must be limited in some manner. Here, absent taxes, the nonnegativ- 
ity constraint has the same effect as a restriction on new share issues, since 
for small increments in outside equity funding, both have the same effect on 
current stockholders. As in the case of a restriction on debt issuance, this 
constraint can be loosely interpreted as a premium on outside equity finance. 

The fourth constraint is a transversality condition which prevents the firm 
from borrowing an infinite amount to pay out as dividends: 

lim n pit BiT= 0, V t .  
T - n  1j = t  1 

Let hit be the series of Lagrange multipliers associated with the constraint 
(5). Substituting (4) into (2) for di t ,  and using (3) to eliminate Iitfrom the 
problem, the first order conditions of the firm's maximization problem for Kit 

In order to simplify my notation, I allow this price to account for the investment tax credit 
and the present value of future depreciation deductions stemming from today's investment. This 
simplification does not alter the results. See Poterba and Summers (1983). 

This assumption is a modification of the "time to build" assumption of Kydland and Prescott 
(1982). It  restricts installation time to be one period. See Holtz-Eakin and Rosen (1988) for a 
similar treatment. 
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and Bit can be calculated as: 

Pit . 
= it,K i , t - l )  + ( 1  - 7 )  

( 1  + A,,) - P i t ( l  + ( 1  - 7 ) i t- r f ) E t ( l  + A i , t + l )  = 0.  (8) 
The right-hand side of equation (7) shows the marginal installation and 

tax-adjusted purchasing costs of investing today. The left-hand side repre- 
sents the costs of postponing investment until tomorrow, which consist first 
of the two components of the marginal product of capital-the foregone 
marginal change in production and the marginal change in installation costs 
due to a change in the capital stock. The costs of waiting also include the 
expected discounted value of the marginal purchasing and installation costs 
of investing tomorrow. Note that the opportunity cost of investing in the 
future is weighted by the relative shadow value of tomorrow's dividends 
versus today's. This valuation effect can be seen by observing that A,, is the 
value to the firm of being able to obtain equity finance by paying negative 
dividends. Along the optimal capital accumulation path, the firm must be 
indifferent between investing today and transferring those resources to to- 
morrow. Therefore, the costs of these two choices must be equal. 

The first order condition for borrowing, equation (a), has a strong analogy 
in the consumption literature. It  says that firms equate the appropriately 
discounted marginal value of payments to shareholders over time, much in 
the way that utility maximizing consumers equate the discounted marginal 
utility of consumption in different periods. Under the assumptions of risk 
neutrality and perfect capital markets, the after-tax return on debt must 
equal the required return on equity; Applying this condition to (8) implies 
further that the firm equates the expected marginal utility of dividends over 
time. Finally, note that this condition implies an indeterminate capital 
structure-a result in accord with the underlying assumptions of the neoclas- 
sical model. 

B. The Model with Borrowing Constraints 

The firm now faces an additional constraint in its maximization problem: 

Bit 5 B;, (9) 

where B; is the maximum amount of outstanding debt set for firm i at time 
t .  I assume that the firm takes B,*, as given, and that the lending sector 
determines its level each period according to an assessment of the firm's 
ability to repay. It is important to note that this series of exogenous con- 
straints implies that the firm cannot affect its credit limit. One interpretation 
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of this setting is that the major components of a firm's credit-worthiness are 
either fixed or change slowly over time. For example, such characteristics as 
the firm's, industry or size are fixed in the short run. In addition, other 
indicators of financial standing such as net stocks of financial assets may 
take quite some time to build up. 

Let the multiplier associated with constraint (9) be y,,. Now, the first order 
condition (8) can be rewritten as: 

(1  + hit) - Pit(l  + (1  - r ) i t  - rrte)Et(l+ hi , t+l)- y,, = 0. (10) 
Here, a wedge has been introduced between the shadow value of today's 
residual profits and tomorrow's. If the non-negativity constraint on dividends 
is not binding today, but is expected to bind tomorrow, the firm can save, 
thereby transferring current resources to the next period, where they are 
more needed. In this case the debt constraint will not bind and the firm will 
behave as a standard optimizing model would predict. If, on the other hand, 
the shadow value of dividends is higher today than it is expected to be 
tomorrow and the firm has hit its debt capacity, it will not be able to borrow 
in order to maximize its value. Therefore, the term y,, corresponds to 
increase in the present value of the firm if the debt constraint were to be 
relaxed by one unit. 

To understand the effect of the borrowing constraint on the allocation of 
investment, substitute (10) into (7). Noting, once again, that the required 
return on equity equals the after-tax return on debt, the Euler equation (7) 
then becomes 

Pit 
+ ~ i , t + l )( ~ ~ ( ~ i t , ~ i , t + ~ )

I + it + ' t h i , t+ l  

Pit 
= 9 4 , t - 1 )  + (1  - r )  . 

Compared to an unconstrained firm, a firm facing a binding liquidity con- 
straint has a higher value of y,, and hence incurs a higher marginal opportu- 
nity cost of investment today versus delaying it until tomorrow; that is, it 
behaves as if it has a higher discount rate, since, as discussed above, the 
value of proceeds from an extra unit of investment are forced to be higher 
today than tomorrow in the face of a binding constraint. Equation (11) also 
suggests that, all else equal, firms will intertemporally substitute investment 
tomorrow for investment today. 

111. Econometric Specification and Tests 

I test the hypothesis that frictions in debt markets affect firms' investment 
decisions in two ways, both of which are based directly on the Euler equa; 
tions (7) and (11). Agmentioned above, the major advantage of this approach 
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is that it allows an examination of the effects of debt limits on the intertem- 
poral allocation of investment, while avoiding the serious measurement 
problems in constructing an explicit investment demand equation. The first 
test relies on dividing the sample into groups based on measures of collateral 
or credit worthiness and then on estimating (7) for the entire sample and for 
each of the subsamples, under the hypothesis of no constraints on external 
finance.13 The second test is based on estimating a version of (7) that is 
augmented to incorporate the effects of liquidity constraints. I then examine 
the significance of these effects across the different subsamples. 

A. Specification and Estimation 

In order to implement the Euler equation tests, it is necessary to parame- 
terize the model of the previous section. First, I consider a proxy for the 
marginal product of capital. Under perfect competition and constant returns 
to scale, the marginal product of capital is simply equal to the average 
product, measured as the difference between output and real variable factor 
costs, each in turn measured as a fraction of the capital stock. Unfortunately, 
if the firm does not have constant returns technology or if i t  has market 
power, measurement error will be present. If the firm's production function is 
homogeneous of degree q > 1, then the proposed measure will understate the 
actual value by the amount (q - l)(Y,,/K,,,- ,), where Yit is output. However, 
if the firm has market power, then, strategic considerations notwithstanding, 
profit maximization implies that the above measure of the marginal product 
of capital must be modified by scaling the variable factor costs upward by the 
term p = (1 - where eD is the absolute value of the elasticity of the 1 / ~ ~ ) ' ,  
firm's demand curve. Since firms with monopoly power operate on the elastic 
portion of their demand curves, the above expression should be greater than 
one. In this case the proposed measure will overstate the true value. Given 
these considerations, I use the following measure of the marginal product of 
capital. 

F~(Ki , t - l ,  Nit) = ( ~ Y i t- I~~Cit)/Ki,t-l, (12) 

where Cit is variable costs. Here, 17 and p are treated as parameters to be 
estimated.l4 

Second, following a number of authors, I assume that the firm faces 
quadratic adjustment costs.15 More specifically, 

where v can be interpreted as a "normal" rate of investment. 

l3 The use of this technique follows Fazzari et al. (1988a, 1988b1, as well as a number of 
studies in the consumption literature, such as  Bernanke (19841, Hayashi (19851, and Zeldes 
(1989). 

14 Gilchrist (1990) provides evidence that a specification that allows for market power better 
characterizes the data. 

15 See Summers (1981), Poterba and Summers (19831, and Chirinko (19871, for example. 



Debt, Liquidity Constraints, and Corporate Investment 1435 

Differentiating (13) with respect to I,,and Kit,  inserting the result into (7), 
substituting (12) into (7), and rearranging yields: 

Here I have re-normalized the relative shadow value of dividends by defining 
the term A,, = 1- (1 + A,,t+l)/(l + A,,). In the absence of any constraints 
on outside finance, this variable should equal zero. I have also added a firm 
fixed effect, f,, and a fixed time effect st .  Finally, I have replaced the 
expectation operator with a white noise expectational error, e, , ,+,, which is 
uncorrelated with any information known at time t. 

One final requirement for estimating (14) is a specification for the term 
A,,. Under the hypothesis of perfect capital markets, both the constraints on 
outside debt and equity finance are redundant; and, therefore, this term will 
be identically equal to zero. However, if the debt constraint is binding, 
equation (10) indicates that it will be a function of the Lagrange multiplier on 
the debt constraint, y,,. The degree to which the debt constraint binds 
depends on the firm's desired level of borrowing relative to its exogenous debt 
limit, Bi*,.Since equation (10) implies that ceteris paribus a change in y,, will 
affect h i , ,  the latter will be a complicated function of the determinants of the 
demand for borrowing as well as of the debt limit. This approach implicitly 
assumes that firms that face imperfections in the debt market also face 
imperfections in the equity market, so that the alternative hypothesis is that 
both markets are shut down.16 Since the first order conditions do not provide 
an analytical solution for A,,, I parameterize it as a function of contempora- 
neous variables that indicate the probability of firm financial distress and 
then insert the resulting expression into (14).17 Finally, I use the estimated 
coefficients of the parameterization to simulate the divergence of the individ- 
ual firm's discount rate from the after-tax corporate bond rate. 

l6 See Myers and Majluf (1984) for a theoretical discussion of why this might be the case. Also, 
as  noted in the introduction, firms' use of outside equity markets is small as compared to their 
use of outside debt markets. 

17 See MaCurdy (19811, which uses the same approach to estimate the Lagrange multiplier on 
the consumer's budget constraint. 
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I use a quadratic approximation for A,,, though other nonlinear specifica- 
tions yield qualitatively similar results. The approximization will be increas- 
ing and convex in its arguments for positive parameter values. One alterna- 
tive estimation strategy is to restrict the parameters to be positive. However, 
this constraint does not bind for the equations here. The function takes the 
following form: 

Here, DAR,, is the ratio of the market value of the firm's debt to the market 
value of its total assets. This variable can be interpreted, first, as a measure 
of a firm's lack of collateral, which should lead to a lower level of B:. It  can 
also be interpreted as a measure of the current demand for borrowing 
relative to the firm's debt capacity, whose proxy here is the market value of 
the firm. I also include in the expression for the Lagrange multiplier a flow 
variable, COY,, which is the ratio of the firm's interest expense to the sum of 
interest expense plus cash flow. This variable, which I refer to as the interest 
coverage ratio, indicates the likelihood of firm financial distress, relative to 
its fundamental health or need to borrow. It  captures the idea that if a firm 
can generate sufficient internal funds, it will not have a great need to borrow 
and will not be likely to run up against its debt limit.18 

As discussed in Gilchrist (1990) and Himmelberg (1990), adding new share 
issues to the model adds the possibility that firms can raise funds on 
alternative margins with different tax consequences. Because of the differ- 
ence in the tax treatment of dividends and retained earnings, and because of 
the dependence of the firm's discount rate on the tax cost of its source of 
finance, a firm whose dividend policy changes over time will have a variable 
hi , ,  and thus a variable discount rate. However, estimating the model with 
the tax-adjusted discount rates implied by either the assumption external 
equity finance or internal finance (as opposed to debt finance) changes the 
results little. Although this experiment does not address directly the issue of 

l8The question arises of the effects of expected future borrowing contraints. If a firm expects 
to be constrained in the future, it will cut its investment today for the following reasons. First, a 
homogenous production function implies that the firm takes the marginal product of capital as 
an exogenous function of the real wage. The marginal product should therefore be independent of 
the presence of liquidity constraints. Second, solving equation (10) forward implies that the 
expectation of a future binding borrowing constraint increases the rate a t  which the firm 
discounts the future marginal product of capital. Since the shadow value of the capital stock is 
simply the present value of the future stream of marginal products of capital, these two factors 
imply that today's shadow value of capital and today's investment will fall. In addition, the firm 
will want to smooth its future investment stream in order to minimize its adjustment costs. 
Since the installation cost function is convex, cost minimization implies that expected future 
decreases in investment should be spread out over time. See D'Autume and Michel(1985) for a 
similar result. Because DARIt is measured in terms of market value, it  should capitalize the 
above effects of any expected future constraints. The parameterization of the firm's discount rate 
should therefore reflect these effects. 
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firms shifting among financing regimes, it does suggest that such behavior 
does not undermine the Euler equation tests. 

To estimate (14) I use the generalized method of moments (GMM) tech- 
nique outlined in Hansen and Singleton (1982) and Hansen (1982), where I 
construct the optimal weighting matrix using the method presented in Newey 
and West (1987a). Rational expectations imply that the error in (14) should 
be orthogonal to any additional information known at time t. Therefore, any 
time t variable that is correlated with the variables in the regression will 
qualify as a valid instrument. If the error term is not orthogonal to the 
instruments, the overidentifying restrictions should be rejected. 

As described above, when estimating (14), I incorporate an individual firm 
effect. This effect can be interpreted as accounting for firm characteristics 
such as industry, as well as the time-invariant components of differences in, 
for example, product demand, capital intensity, and growth opportunities. 
The time effects can be interpreted as capturing aggregate business cycle 
forces. I account for them by including time dummies. Garber and King 
(1983) note that consistent GMM estimation requires that the instruments 
used be uncorrelated with unobservable shocks to the objective function, 
since these shocks may be included in the error term. The use of panel data 
mitigates this problem, since including individual firm effects accounts for 
the cross-sectional components of these unobservable shocks, while the time 
dummies subsume the macroeconomic shocks common to all firms. 

Because of the presence of lagged dependent variables, the common prac- 
tice of eliminating the fixed individual effect by removing the means from the 
variables in the regression will violate the above orthogonality conditions 
used to identify the model. Instead, I difference (14) and then use instru- 
ments dated at t - 1,which will still be orthogonal to the moving average 
error that the differencing creates. I use the following list of instruments: 
(Ii,t- 1/Ki,t-2)7 ~ i , t -1, (Yi,t- 1/Ki,t-2), (Ci,t- l/Ki,t-2)9 Dmi , t - l ,  COVi,t- 1, 
(CFi,t- 1/Ki,t-2), (TAX,,,- l/Ki,t-2), (IEX4,t- l/Ki,t-Z), (DEPRi,t- l/Ki,t-2!, 
(AIw,t- JKi,, - and Qi,, - ,. Here, CFi,, is real cash flow, T&,t- is 
real tax payments, IEX,,,-, is real interest expense, DEPR,,,-, is real 
depreciation deductions, A I-,,- is the change in total inventories, and 
Qi,,-, is Tobin's q. An alternative list of instruments would be the differ- 
enced values of the above list. The results do not change significantly in this 
case, most likely because the t - 2 component of the differenced instruments 
are not highly correlated with the Euler equation variables. 

B. Testing 

For the first group of tests I estimate the Euler equation (14) for the full 
sample with hit= c( DARit, COY,) and with hitconstrained to zero.lg I then 
test the joint significance of the ti's. Since the model with no debt limit is 

19 Note that the parameter v 2  will be subsumed by the fixed time effects in the model with 
hi,= 0. 
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nested within the model with a potentially binding liquidity constraint, this 
test can also be interpreted as a specification test. In order to discern whether 
differential access to capital markets affects the investment Euler equation, I 
split the sample according to whether the firm had received a bond rating 
from Moody's by the time of the first year of the sample period. I then test to 
see if the effect of the Lagrange multiplier is significantly different between 
the two subsamples. Use of the presample existence of a bond rating avoids 
violating the orthogonality conditions used to identify the model. 

A simple one- to three-letter bond rating contains a great deal of informa- 
tion. Not only does it on one level give a potential investor a good idea of the 
risk of his or her investment, but it shows that the firm has undergone 
careful scrutiny regarding its financial health and its future growth opportu- 
nities. In addition, as demonstrated by Diamond (1989) in a multiperiod 
contracting model with moral hazard, firms must generally undergo the 
monitoring of a financial intermediary before being able to use directly placed 
debt. The bond rating can thus be seen as a sort of summary statistic of all of 
this information, and any firm having one will be unlikely to face the same 
magnitude of informational asymmetries as a firm that does not.20 

For the second set of tests I divide the sample of firms twice into three sets 
of observations based on each of the two indicators of financial distress above. 
In each classification scheme the first group consists of those firms not likely 
to face a binding credit constraint. The next two have increasing values of the 
indicator variable used. Since each of these measures is flawed, and since the 
consistency of these tests requires that no observation in the first group be 
constrained, I include in the first group the bottom third of the firms in each 
categorization scheme. The remaining firms in the sample are split evenly 
between the two remaining groups. In addition, consistency requires that the 
variables used to divide the sample not be correlated with the expectational 
error in the Euler equation. I consequently divide the sample on the basis of 
the average presample values of each of the financial variables. 

This experiment follows Zeldes (1989) by testing the implication that the 
Euler equation (14) without the Lagrange multiplier, A,,, should be satisfied 
for the unconstrained group but not for the others. I also extend this analysis 
by comparing the strength of the effects of the financial variables between the 
most and least constrained groups. Under the null hypothesis that no group 
faces a binding constraint, the overidentifylng restrictions should not be 
rejected; and the parameter estimates should be similar for all groups. Under 
the alternative hypothesis, hi,should be positive for all groups but the first, 
since presumably firms can be constrained from borrowing but not from 
investing excess funds in financial assets. If A,, is set equal to zero, the 

20 One issue here is whether a firm issuing junk bonds can be grouped together with a firm 
issuing investment grade bonds. To see if my original classification scheme is valid, I alterna-
tively split the sample according to whether the firm was issuing investment-grade bonds in the 
year before the first year of the sample period. The qualitative content of the empirical results 
does not change significantly. 



Debt, Liquidity Constraints, and Corporate Investment 1439 

measured error for the constrained groups will contain a non-zero component 
equal to: 

Since the instruments are correlated with the variables in the regression, this 
expression will be correlated with the instruments. Therefore, its presence in 
the error term should lead to a rejection of the overidentifying restrictions, 
should render the parameter estimates for the last two groups inconsistent, 
and should increase their standard errors. 

IV.Data 

Most of the data are taken from the combined (primary, supplementary, 
and tertiary) annual and over-the-counter (OTC) COMPUSTAT industrial 
files. The firms in the combined annual file are all listed on either the NYSE 
or the AMEX and are generally quite large. By contrast, the OTC file 
contains a number of smaller firms whose stock is less actively traded. Such 
diversity is important to this study, since it concentrates on potential cross- 
sectional differences in investment patterns. 

I select a sample of firms from these files as follows. First, in order to 
maximize the total number of observations, I use a sample period which runs 
from 1972 to 1986. Note here that the construction of the change in invento- 
ries and the use of lagged instruments implies that the sample period 
actually used for estimation runs from 1975 to 1986. Second, I consider only 
firms in the manufacturing sector (with SIC codes between 2000 and 3999X21 
The total number of manufacturing firms on the combined annual tape is 
1024, and on the OTC tape it is 338. I then delete any firm that has missing 
or inconsistent data or that has been involved in a merger accounting for 

The investment behavior in other sectors may differ substantially from the stylized model 
presented in Section 11. For instance, government regulation influences the public utilities, 
transportation, and farming industries; and the financial service industries often use different 
accounting procedures. 
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more than 15% of its assets.22 This last criterion is necessary for obtaining 
measures of the required variables that are consistent with one another over 
time. The sample thus obtained contains 325 firms-286 from the combined 
annual file and 39 from the OTC file. 

Because the sample selection procedure cuts out such a large percentage of 
the available firms, I investigate the differences between the firms in and out 
of the sample. The average capital stock of an in-sample firm is 761.11 
million 1982 dollars, while the corresponding figure for the out-of-sample 
firms is 478.17 million 1982 dollars. The mean in-sample debt to assets ratio 
is 0.339, compared to a significantly different mean out-of-sample figure of 
0.385. The out-of-sample firms also have a higher mean coverage ratio, 
though the difference is not significant. These figures indicate that the firms 
discarded from the sample are smaller and more highly levered than those 
retained. The discarded firms may therefore be more likely to face financing 
constraints. If the effects of such constraints appear in the sample chosen, 
they may be even more evident in the firms left out. 

The primary data requirements for estimating and testing the model of 
the previous section are firm-specific time-series on output, costs, investment, 
the tax-adjusted price of capital goods, the interest coverage ratio, and the 
market debt to assets ratio, as well as all of the other instruments. The 
explanations of the formulas used for the calculations of these variables are 
left to the Appendix. 

V. Results 

Table I provides summary statistics for the full sample and for the subsam- 
ples with and without bond ratings. This division of the sample is essentially 
along the lines of firm size. The median value of the capital stock for the 
firms that have bond ratings is 17 times as large as the median value for 
those that do not. The mean and median values of the debt assets ratio and 
the interest coverage ratio are higher for the firms without bond ratings, as 
are the rates of investment, sales growth, and cash flow. However, the 
differences are not significantly different between the two samples. The one 
important difference between the two groups lies in their debt growth, which 
is negative for the firms without bond ratings and positive for the firms with 
bond ratings. 

Table I1 shows similar statistics for the observations in each group as 
classified by the presample debt to assets ratio. The observations in group 3, 
those hypothesized to face binding borrowing constraints, have an average 
value of DAR,, of 0.473 and an average value of COV,, of 0.481. This group 
also contains the smallest firms: the median market value of debt plus equity 
is 79.89 million 1982 dollars, while the replacement value of the capital stock 
is 34.34 million. These firms also have the lowest ratios of investment to the 

22 Since the reporting of acquisitions is incomplete on the COMPUSTAT tape, I double-checked 
the history of each firm in Moody's Industrial Manual for the presence of any significant merger 
activity. 
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Table I 


Summary Statistics: Sample of 325 U.S. Manufacturing Firms, 

1972-1986 (Sample Split by the Existence of a Bond Rating) 


Calculations are based on a sample of firms from the COMPUSTAT database. The sample split is 
based on the pre-sample existence of a bond rating. Capital stock and market value figures are in 
millions of 1982 dollars. Investment and cash flow are expressed as a fraction of the capital 
stock. The interest coverage ratio is defined as the ratio of interest expense to the sum of interest 
expense and cash flow. 

Group of Firms 

Full Firms with Firms without 
Sample Bond Ratings Bond Ratings 

Number of firms 
Capital stock 

Mean 
Median 

Market value of assets 
Mean 
Median 

Investment 
Mean 
Median 

Cash flow 
Mean 
Median 

Sales growth 
Mean 
Median 

Outstanding debt growth 
Mean 
Median 

Debt to assets ratio 
Mean 
Median 

Interest coverage ratio 
Mean 
Median 

capital stock and of cash flow to the capital stock. For the progressively less 
constrained groups, the rates of investment and cash flow increase, while the 
interest coverage ratio decreases. However, neither the market value of total 
assets nor the capital stock increases monotonically, group 2 having the 
highest median and average values. Nonetheless, group 1firms are larger 
than those in group 3. I interpret this trend to indicate that firm size is an 
important-but not the dominant-factor in determining access to financial 
markets.23 Sales growth remains fairly constant across all three groups, 

23 This finding is not entirely in accord with those in Fazzari et al. (1988a, 198813) and Hoshi e t  
al. (1990, 1991). In order to verify that my classification schemes do not simply pick up a size 
effect, I also divide the sample into categories based on the size of the capital stock and on the 
market value of the firm. The standard neoclassical Euler equation is rejected for both large and 
small firms, indicating that each group contains some constrained firms. 



1442 The Journal of Finance 

Table I1 


Summary Statistics: Sample of 325 U.S. Manufacturing Firms, 

1972-1986 (Sample Split by the Debt to Assets Ratio) 


Calculations are based on a sample of firms from the COMPUSTAT database. The sample is split 
on the basis of the pre-sample level of the debt to assets ratio. Group 1firms have the lowest 
debt to assets ratios and Group 3 firms the highest. Capital stock and market value figures are 
in millions of 1982 dollars. Investment and cash flow are expressed as a fraction of the capital 
stock. The interest coverage ratio is defined as the ratio of interest expense to the sum of interest 
expense and cash flow. 

Group of Firms 

Group 1 Group 2 Group 3 

Number of firms 
Capital stock 

Mean 
Median 

Market value of assets 
Mean 
Median 

Investment 
Mean 
Median 

Cash flow 
Mean 
Median 

Sales growth 
Mean 
Median 

Outstanding debt growth 
Mean 
Median 

Debt to assets ratio 
Mean 
Median 

Interest coverage ratio 
Mean 
Median 

indicating that the firms have not been effectively sorted by this measure of 
profitability. The growth rate of the stock of outstanding debt declines 
sharply, moving from group 1 to group 3, which suggests loosely that the 
sample-splitting variable is a reasonable measure of the extent to which a 
firm may be constrained from issuing debt. Table I11 provides the same 
statistics for the observations grouped by the coverage ratio. The general 
trends are similar to those found in Table 11. 

Tables IV-VI show the results for estimating the Euler equation (14) for 
each of the three samples with and without the expression (15) substituted in 
for A,,. The first column of each table shows that the overidentifying restric- 
tions can be rejected strongly when A,, is constrained to be zero. With a 
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Table I11 


Summary Statistics: Sample of 325 U.S. Manufacturing Firms, 

1972-1986 (Sample Split by the Interest Coverage Ratio) 


Calculations are based on a sample of firms from the COMPUSTAT database. The sample is split 
on the basis of the pre-sample level of the interest coverage ratio. Group 1firms have the lowest 
interest coverage ratios and Group 3 firms the highest. Capital stock and market value figures 
are in millions of 1982 dollars. Investment and cash flow are expressed as a fraction of the 
capital stock. The interest coverage ratio is defined as the ratio of interest expense to the sum of 
interest expense and cash flow. 

Group of Firms 

Group 1 Group 2 Group 3 

Number of firms 
Capital stock 

Mean 
Median 

Market value of assets 
Mean 
Median 

Investment 
Mean 
Median 

Cash flow 
Mean 
Median 

Sales growth 
Mean 
Median 

Outstanding debt growth 
Mean 
Median 

Debt to assets ratio 
Mean 
Median 

Interest coverage ratio 
Mean 
Median 

probability value of 1.66 X Table VI shows that the X 2  statistic for the 
test of the overidentifying restrictions is largest for the group of firms without 
bond ratings, while Table V shows that it is smallest for the group of firms 
with bond ratings. In contrast, the second through fourth columns of each 
table show that including a parameterization of A,, in the Euler equation 
greatly improves its fit. Here, the second column shows the specification of 
A,, that includes both DAR,, and COV,,. The overidentifying restrictions 
cannot be rejected at the 10% level for either the full sample or for the two 
subsamples. For all three samples, the coefficients on the terms explaining 
A,, are all of the right sign and in general have low standard errors. For each 
sample, a test of the exclusion restrictions on the financial variables, con- 
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Table IV 


GMM Estimates of the Augmented Investment Euler Equation: 

Full Sample 


The sample consists of 325 U.S. manufacturing firms from the COMPUSTAT database from 1975 
to 1986. The Euler equation takes the following form: 

I i , t + ~
6);-( 1+ Pi t + l  Pit

+ a ( l  - 6)- + fi + st = e;,,,,,
Kt t 

where Y,,, C,,, I,,, Kit ,  and p i t  are the output, variable costs, investment, capital stock, and 
price of capital goods of firm i a t  time t .  T: is the expected inflation rate a t  time t ,  and i t  is the 
nominal interest rate paid on corporate bonds a t  time t .  6 is the rate of depreciation for firm i. 
T is the corporate tax rate. The shadow cost of external finance, A,,, is parameterized as 
c, + c,DAR,, + C,DAR?~+ c,COV,, + c,COV,B, where D m i t  is the debt to assets ratio and 
COV,, is the interest coverage ratio, which is defined as the ratio of interest expense to the sum 
of interest expense and cash flow. f, is a fixed firm effect, which is eliminated by differencing the 
equation. st  is a time dummy. Asymptotic standard errors are in parentheses. The standard 
errors are corrected for the moving average errors induced by differencing using the Newey-West 
(1987a) procedure. 

a 

(Adjustment cost parameter) 
CL 

(Mark-up) 
7) 
(Returns-to-scale parameter) 
uZ 
("Normal" rate of investment) 
c, (Constant) 

X 2  (Overidentifying restrictions) 
Degrees of freedom 
p-Value 
X 2  (Exclusion restrictions on A,,) 
Degrees of freedom 
p-Value 

* Indicates significance a t  the 5% level. 
* *  Indicates significance at  the 1% level. 



Debt, Liquidity Constraints, and Corporate Investment 1445 

Table V 


GMM Estimates of the Augmented Investment Euler Equation: 

Sample of Firms with Bond Ratings 


The sample consists of 119 U.S. manufacturing firms from the COMPUSTAT database from 1975 
to 1986. The Euler equation takes the following form: 

+ a ( l  - 6)-
I i , t + l  + ( 1  - , . ?A

PLt + l  I -a'---
Iit 

Pit + f ; + ~ , = e ~ , ~ + ~ ,
Kit ( 1 - 7 )  Ki,t-1 ( 1 - 7 )  

where Y,,,Cit,  I,,, Kit ,  and pit are the output, variable costs, investment, capital stock, and 
price of capital goods of firm i at  time t .  a/ is the expected inflation rate a t  time t , and i t  is the 
nominal interest rate paid on corporate bonds a t  time t .  6 is the rate of depreciation for firm i. 
7 is the corporate tax rate. The shadow cost of external finance, A,,, is parameterized as  
c, + c1DAR,, + C ~ D A R ? ~+ c,COV,, + c,COV,;, where DAR,, is the debt to assets ratio and 
COX, is the interest coverage ratio, which is defined as the ratio of interest expense to the sum 
of interest expense and cash flow. f, is a fixed firm effect, which is eliminated by differencing the 
equation. st is a time dummy. Asymptotic standard errors are in parentheses. The standard 
errors are corrected for the moving average errors induced by differencing using the Newey-West 
(1987a) procedure. 

01 

(Adjustment cost parameter) 
P 
(Mark-up) 
7) 

(Returns-to-scale parameter) 
u2 

("Normal" rate of investment) 
co (Constant) 

X 2  (Overidentifying restrictions) 
Degrees of freedom 
p-Value 
X 2  (Exclusion restrictions on Ait ) 
Degrees of freedom 
p-Value 

"Indicates significance a t  the 5% level. 

"" Indicates significance a t  the 1% level. 
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Table VI 


GMM Estimates of the Augmented Investment Euler Equation: 

Sample of Firms without Bond Ratings 


The sample consists of 206 U.S. manufacturing firms from the COMPUSTAT database from 1975 
to 1986. The Euler equation takes the following form: 

Kit 1 2 

+ a ( l  - 6)-
Z i , t + ~+ ( 1  - a)--

Pi t + l  PLt + fi + "  = e i , ,+ l ,
Kit 

where Y,,, Cit, Zit, Kit,  and pit are the output, variable costs, investment, capital stock, and 
price of capital goods of firm i a t  time t .  a: is the expected inflation rate a t  time t ,  and i t  is the 
nominal interest rate paid on corporate bonds a t  time t .  6 is the rate of depreciation for firm i. 
T is the corporate tax rate. The shadow cost of external finance, hi , ,  is parameterized as 
co + clDARi, + C,DAR?~+ c,COV,, + ~,cov,:, where D m i ,  is the debt to assets ratio and 
COX, is the interest coverage ratio, which is defined as the ratio of interest expense to the sum 
of interest expense and cash flow, f, is a fixed firm effect, which is eliminated by differencing the 
equation. st  is a time dummy. Asymptotic standard errors are in parentheses. The standard 
errors are corrected for the moving average errors induced by differencing using the Newey-West 
(1987a) procedure. 

Ai, = 0 Ait = c(DARi,, COV,,) 

LY 0.619** 2.225** 1.156** 1.567** 

(Adjustment cost parameter) (0.094) (0.674) (0.532) (0.813) 

F 0.014 1.717** 1.082** 1.049** 

(Mark-up) (0.011) (0.923) (0.196) (0.067) 

7) 0.420 0.831 0.988** 0.515 

(Returns-to-scale parameter) (0.557) (1.335) (0.161) (0.319) 


-" 2.620 1.875 0.846 

("Normal" rate of investment) (3.892) (1.454) (0.786) 

c, (Constant) - 0.0061 0.0020 0.0073* 


(0.0044) (0.117) (0.0044) 

C 1  (DARi,) 0.252** 0.442** 


(0.097) (0.172) 

c, 0.0022* 0.013 


(0.0013) (0.094) 

CQ (COXt) - 0.039** - 0.055** 


(0.012) (0.014) 
-c4 (covi;) - 0.0136* 0.069 

(0.0079) (0.042) 

X 2  (Overidentifying restrictions) 38.124 6.033 7.394 8.970 

Degrees of freedom 9 3 5 5 

p-Value 1.66 x 0.110 0.193 0.110 

X Z  (Exclusion restrictions on Ait) - 32.091 30.730 29.154 

Degrees of freedom - 6 4 4 

p-Value - 1.57 x 3.48 x 7.27 x 


* Indicates significance a t  the 5% level. 

* *  Indicates significance a t  the 1% level. 
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ducted by forming the difference between the X 2  statistics of the constrained 
and unconstrained models, indicates that the coefficients are jointly signifi- 
cant at  the 1% Note that the magnitudes of the coefficients on the 
financial variables are uniformly larger for the group of firms that do not use 
the bond market. For example, comparing Tables V and VI shows that the 
estimated coefficient on DAR,, is 0.252 for the sample without bond ratings 
and 0.124 for the group with bond ratings. In sum, the effects of financial 
factors appear to matter more for a priori constrained firms. 

This contrast also is evident in the third and fourth columns of Tables 
IV-VI, where the third column omits the interest coverage ratio and the 
fourth the debt ,assets ratio. In addition, the evidence in these columns points 
to a more important role for the debt assets ratio in picking up the effects of 
finance constraints. The model that incorporates only the interest coverage 
ratio is rejected for the full sample and the sample with bond ratings, while 
the model using only the debt assets ratio is not in each case. However, the 
exclusion restrictions on either financial variable are rejected for all three 
groups. 

For both the constrained and unconstrained sets of results the estimated 
values of a are reasonable. They are consistent with the results from other 
studies that estimate investment Euler equations. In addition, they are far 
lower than the usual excessively large estimates obtained from reduced form 
regressions of investment on q, which tend to imply capital stock adjustment 
speeds of approximately twenty years.25 To understand the economic signifi- 
cance of this parameter, consider the following example. Under the assump- 
tion that v = 0, if a firm has a capital stock of 500 million dollars and invests 
50 million dollars, the value of a of 2.026 for the full sample in the first 
column of Table IV implies that adjustment costs will be 5.07 million, or 
about 10% of investment expenditures. Lichtenberg (1988) finds, in contrast, 
that such costs range from 21% to 35% of investment expenditures. 

The Euler equation approach also appears to produce reasonable values for 
the markup, p. For the full sample and for each of the two subsamples the 
values of this parameter are all highly significant and near unity, though 
only in the first column of Table V is this parameter significantly higher than 
one. The only exception to this general pattern lies in the first column of 
Table VI, which shows a value of p of 0.014 in the model with A,, = 0 for the 
sample of firms without bond ratings. This exception conforms with the 
theory presented above, since this is the group of firms for which the 
standard neoclassical model is least likely to hold. In contrast to the precision 
of the estimates for p and a , the estimates of 77 and v2 are generally not 
significantly different from zero. 

Figure 1 provides the distributions of the simulation of the difference 

24 See Newey and West (198713) for a derivation of this test. 
25 See Shapiro (19861, Gilchrist (19901, Himmmelberg (19901, and Hubbard and Kashyap 

(1990) for other studies that estimate a similar adjustment cost parameter. See Summers (1981) 
for adjustment cost parameters obtained from reduced form regressions. 
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between individual firms' discount rates and the real Baa bond rate for each 
of the three samples. These simulated premiums are calculated using esti- 
mated coefficients of the full specification of For each sample the 
median value of the premium falls below 12%' indicating that the model 
provides reasonable values of the firm discount rate. This figure also demon- 
strates that each group contains some firms whose discount rates are ex- 

0 

0 20 40 60 80  100 

Percent i le  
Figure 1. Simulations of the shadow cost of external finance. The sample consists of 

325 U.S. manufacturing firms from the COMPUSTAT database from 1975 to 1986. This figure 
shows the distributions of the simulation of the difference between individual firms' discount 
rates and the real Baa bond rate in the full sample, and in each of the subsamples divided by the 
presample existence of a bond rating. The solid line represents the full sample, the dashed line 
represents the sample of 119 firms with bond ratings, and the dotted line represents the sample 
of 206 firms without bond ratings. The simulations are calculated using the estimated coeffi- 
cients from the investment Euler equation, where the shadow cost of outside finance is parame- 
terized as A,, = c,  + c,  D m i t  + c, + c,COV,, + ~,COV,?. D m i t  represents the firm's 
debt to assets ratio, and C O Y ,  represents its interest coverage ratio, which is defined as the 
ratio of interest expense to the sum of interest expense and cash flow. 

26 Using a restricted specification does not alter the qualitative character of the simulations, 
and I therefore omit these results for brevity. 
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tremely high, approaching 100%. This result suggests that some firms in 
each sample face severe credit constraints and is consistent with rejection of 
the overidentifying restrictions of the simple model for all three groups. The 
most striking feature of this figure is that the firms with bond ratings have 
lower premiums than the full sample or especially than the firms without 
bond ratings. This result is consistent with the motivation for splitting the 
sample by the existence of a bond rating. 

An important question arises here as to whether this difference is due to 
the presence of financial market imperfections or merely to differences in the 
riskiness of the firms in the different samples. Recall that the model is 
derived under the assumption of risk neutrality. Dropping this assumption 
would imply that high-risk firms would have higher discount rates than 
low-risk firms. In general, the argument can be made that the firms with 
bond ratings would be less risky than the firms without. Moreover, the 
proxies for the discount rate, DAR,, and COV,,, may also be picking up some 
of this difference in riskiness. However, the risk of any individual firm should 
be primarily related to the variability of its earnings. To the extent that this 
variance is constant over time, it should be picked up by the fixed effect. 

The results of estimating equation (14) with A,, constrained to zero for 
each of the three groups classified by the debt assets ratio are reported in 
Table VII. Recall'from the previous section that the presence of this unob- 
served Lagrange multiplier in the estimated Euler equation should bias the 
results for the constrained groups of observations. For the high-collateral 
group 1, the overidentifying restrictions cannot be rejected, the probability 
value of the X 2  statistic for testing these restrictions being 0.400. As ex- 
pected, for the last two groups the overidentifying restrictions are rejected at 
the 10% level; and the group 3 estimates of a and p have large standard 
errors. As Table VIII shows, the results for the sample split by the coverage 
ratio are similar. 

The natural question to ask at this point is whether the model with a 
variable A,, fits for the financially healthy firms. If the standard model is 
indeed appropriate for these firms, the additional parameters introduced 
with the less restrictive specification should not be significant. Table IX 
presents the results of this experiment. Here, the exclusion restrictions on 
the financial variables cannot be rejected for either the low-debt or the 
low-coverage firms. However, the model that contains both DARi, and COV,, 
is rejected at the 10% level for both groups of firms. I contrast these results 
with those of estimating the augmented model for the most constrained firms, 
which are contained in Table X. Here, the exclusion restrictions on the 
financial variables are all strongly rejected; and the coefficients on these 
variables are in general higher than those in Table IX, though some excep- 
tions exist. One would expect that for the financially unhealthy firms, the 
augmented model should fit particularly well. As in the case of the healthy 
firms, however, the fully augmented model is rejected for both groups, as is 
the model containing only the interest coverage ratio for the sample of 
high-debt firms. 
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TableVII 


GMM Estimates of the Neoclassical Investment Euler Equation: 

Sample Split by the Debt to Assets Ratio 


The sample consists of 325 U.S. manufacturing firms from the COMPUSTAT database from 1975 
to 1986. The sample is split into three equally sized groups on the basis of the pre-sample level of 
the debt to assets ratio. Group 1firms have the lowest debt to assets ratios and Group 3 firms 
the highest. The Euler equation takes the following form: 

+ a ( l - 6)-4 , t + I + (1  - a ) APi t+1 1 -a'--- Pit + f i + s t = e i , t + l ,  
Kit ( 1 - 7 )  K i s t - I  ( 1 - 7 )  

where Yit,C i t ,  Z i t ,  K i t ,  and p,, are the output, variable costs, investment, capital stock, and 
price of capital goods of firm i a t  time t .  a: is the expected inflation rate a t  time t , and i t  is the 
nominal interest rate paid on corporate bonds a t  time t .  6 is the rate of depreciation for firm i. 
T is the corporate tax rate, f, is a fixed firm effect, which is eliminated by differencing the 
equation. st is a time dummy. Asymptotic standard errors are in parentheses. The standard 
errors are corrected for the moving average errors induced by differencing using the Newey-West 
(1987a) procedure. 

Group of Firms 

Group 1 Group 2 Group 3 

ff 2.046** 0.543** 0.712 
(Adjustment cost parameter) (1.056) (0.256) (0.594) 

F 1.075** 0.740** 0.908 
(Mark-up) (0.054) (0.308) (0.734) 

7) 0.894 -0.054 0.071 
(Returns-to-scale parameter) (0.789) (0.083) (0.135) 
,y (Overidentifying restrictions) 9.417 15.560 21.228 
Degrees of freedom 9 9 9 
p-Value 0.400 0.077 0.012 

*Indicates significance a t  the 5% level. 

* *  Indicates significance a t  the 1% level. 


VI. Concluding Remarks 

The poor performance of standard models of business fixed investment is 
often attributed to the presence of frictions in financial markets. This paper 
explores the behavior of investment when firms maximize their value subject 
to borrowing constraints and presents some evidence consistent with the view 
that information and incentive problems in debt markets affect corporate 
investment. The evidence suggests that any attempt to understand invest- 
ment in the aggregate must account for firms' differential access to capital 
markets-in particular, debt markets. The empirical results presented should, 
however, be interpreted with some caution. The difficulty in constructing an 
ideal measure of an indicator of financial distress may undermine the bases 
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Table M 


GMM Estimates of the Augmented Investment Euler Equation: 

Samples of Financially Healthy Firms 


The two samples consist of 109 U.S. manufacturing firms from the COMPUSTAT database from 
1975 to 1986. The first includes firms with low debt to assets ratios; and the second consists of 
firms with low interest coverage ratios, which are defined as the ratios of interest expense to the 
sum of interest expense and cash flow. The Euler equation takes the following form: 

+ a ( l  - 6)-
I i , t + l  + ( 1  - a)--

Pi t t l  


Kit 


where Yit, Cit, I,,, Ki t ,  and pit are the output, variable costs, investment, capital stock, and 
price of capital goods of firm i a t  time t .  T:is the expected inflation rate a t  time t ,  and i t  is the 
nominal interest rate paid on corporate bonds a t  time t .  S is the rate of depreciation for firm i. 
T is the corporate tax rate. The shadow cost of external finance, A,,, is parameterized as 
co + clDARit + c, Dm;,+ c,COV,, + c,COVif, where DAR,, is the debt to assets ratio and 
COVit is the interest coverage ratio. fi is a fixed firm effect, which is eliminated by differencing 
the equation. st  is a time dummy. Asymptotic standard errors are in parentheses. The standard 
errors are corrected for the moving average errors induced by differencing using the Newey-West 
(1987a) procedure. 

Low-Debt Firms Low-Coverage Firms 

a 
(Adjustment cost parameter) 
P 
(Mark-up) 
9 

(Returns-to-scale parameter) 
u2 

("Normal" rate of investment) 
co (Constant) 

x (Overidentifying 
restrictions) 

Degrees of freedom 
p-Value 
X 2  (Exclusion restrictions 

on h i t )  
Degrees of freedom 
p-Value 

* Indicates significance a t  the 5% level. 
**Indicates significance a t  the 1% level. 
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Table X 


GMM Estimates of the Augmented Investment Euler Equation: 

Samples of Financially Unhealthy Firms 


The two samples consist each of 108 U.S. manufacturing firms from the COMPUSTAT database 
from 1975 to 1986. The first includes firms with high debt to asset ratios; and the second consists 
of firms with high interest coverage ratios, which are defined as the ratios of interest expense to 
the sum of interest expense and cash flow. The Euler equation takes the following form: 

+ L Y ( ~ -8)-
I i , t + l  + ( 1  - 8 

Pi
) 

t + l  
A -ap--

Iit Pit 
+ fi + St = ei , t+l>

Kit Ki,t-1 ( 1  - 7 )  

where Yit, Cit, Zit, Kit ,  and pit are the output, variable costs, investment, capital stock, and 
price of capital goods of firm i a t  time t. a: is the expected inflation rate a t  time t ,  and i t  is the 
nominal interest rate paid on corporate bonds a t  time t .  S is the rate of depreciation for firm i. 
T is the corporate tax rate. The shadow cost of external finance, Ait, is parameterized as 
c, + clDARit + C,DAR?~+ c,COV,, + c4COV,:, where DARit is the debt to assets ratio and 
COV,, is the interest coverage ratio. fi is a fixed firm effect, which is eliminated by differencing 
the equation. st  is a time dummy. Asymptotic standard errors are in parentheses. The standard 
errors are corrected for the moving average errors induced by differencing using the Newey-West 
(1987a) procedure. 

High-Debt Firms High-Coverage Firms 

a 1.056** 1.261** 

(Adjustment cost (0.511) (0.308) 


parameter) 

P 1.309** 1.108** 

(Mark-up) (0.245) (0.269) 

17 1.425* 0.905 

(Returns-to-scale (0.794) (0.533) 


parameter) 

v 2  2.764 1.753 

("Normal" rate of (1.926) (0.974) 


investment) 

c, (Constant) 0.0089 0.0009 


(0.0062) (0.0043) 

(DARit) 0.241** 0.426** 


(0.108) (0.096) 

C; 0.0025 0.025 


(0.049) (0.471) 

CQ ( c o K t )  0.094** -


(0.049) 

c4 (covig) 0.0004 -


(0.0003) 

X 2  (Overidentifying 


restrictions) 6.958 6.645 

Degrees of freedom 3 5 

p-Value 0.073 0.248 

X 2  (Exclusion 


restrictions on Ait)14.270 14.583 

Degrees of freedom 6 4 

p-Value 0.027 0.0056 


* Indicates significance a t  the 5% level. 

** Indicates significance a t  the 1% level. 
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The tests based on dividing the sample on the basis of financial health also 
support this result. The unconstrained Euler equation is violated for those 
observations likely to face a binding constraint, whereas it cannot be rejected 
for the groups of a priori unconstrained firms. In addition, financial variables 
appear to be significant for the constrained firms but not for the uncon- 
strained firms. The large size of the firms in the sample as a whole adds 
credibility to these results, since the majority of manufacturing corporations 
in the U.S. are smaller than those in the sample, and since such small firms 
may be even more restricted in their attempts to borrow funds. 

In sum, these results add to the mounting evidence concerning the depen- 
dence of some firms' investment on liquidity variables. They expand this 
general conclusion in three important directions. First, firms are separated 
by their presample access to organized bond markets or their presample 
financial health instead of, as in Fazzari et al. (1988a, 1988b), by their 
dividend policy, which is certainly simultaneously determined with their 
investment decisions. This method of classification is also more valid in the 
sense that it assumes that firms are constrained more on the margin of debt 
finance than on that of outside equity finance, which is the basis for separat- 
ing firms on the basis of their payout ratios. Second, this analysis avoids the 
criticism of the work using cash flow that current cash flow may be picking 
up expectations of future profits not captured by average q. Finally, using the 
Euler equation approach emphasizes the effects of liquidity constraints on 
the firm's discount rate and therefore on its intertemporal allocation of 
investment. 

In addition, the results have some important implications for the current 
behavior of the corporate sector. First, they support the idea put forth in 
Bernanke (1983) and Bernanke and Gertler (1989, 1990) that shocks to 
financial markets or to a firm's net worth may affect the level of real output. 
An economy-wide deterioration of firms' balance sheets should show up as a 
drop in borrowing, which should subsequently spill over into substitution of 
investment today for investment in the future. Such behavior on the part of 
firms might be an important catalyst in an economic downturn. Evidence 
contained in Bernanke and Campbell (1988) and Bernanke, Campbell, and 
Whited (1990) on the build-up of corporate debt among U.S. firms in the late 
1980's points to the relevance of this theory to the U.S. economy. 

One important implication of the model not explored here is the time-series 
interaction between a firm's balance sheet position and its investment expen- 
ditures. The adjustment cost function implies that a firm in need of liquid 
funds cannot convert capital goods into cash without suffering a loss. This 
sort of irreversibility in turn implies that a financially troubled firm may cut 
investment in order to build up its asset base.27 Strictly speaking, the model 
presented here has little to say about such phenomena, since it does not allow 

27 See the discussion in Eckstein and Sinai (1986)concerning the co-movements of firm balance 
sheet positions and investment expenditure over the business cycle. 
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collateral to be a choice variable. A more rigorous study of this topic is left to 
further research. 

Data Appendix 

This appendix is organized as follows. First I describe in general terms the 
actual variables and instruments used in the regressions. I then set out the 
details of the calculations of the underlying variables used to construct 
the regression variables. In what follows I have dropped the i subscript for 
convenience. 

Investment: I, is reported spending on plant, property, and equipment. It 
does not include spending on acquisitions. 

Output: Y, is sales plus the change in finished goods inventories. The 
change in finished goods inventories is taken directly from the COMPUSTAT 
tape, when available. If the number is not reported, I calculate it as 0.23 
times the value of total inventories. The figure 0.23 is the average ratio of 
finished goods inventories to total inventories among the 46% of the firms in 
the sample that report this data. 

Costs: C, consists of costs of goods sold plus general, selling, and adminis- 
trative expenses. 

Relative Price of Capital Goods: The tax-adjusted price of capital goods can 
be expressed as follows: 

where PPI, is the 2-digit industry-specific producer price index at time t and 
~ , kis the deflator for non-residential investment. Both are taken from the 
1987 Economic Report of the President. u, is the rate of the investment tax 
credit at  time t ,  and z, is the present value of future depreciation deductions 
stemming from investment at  time t. See Poterba and Summers (1983) for a 
derivation. I calculate u, by applying the statutory rate of the investment tax 
credit to an aggregate measure of the mix of structures and equipment, which 
comes from the NIPA. I calculate z ,  using the formula in Feldstein and Jun 
(1986): 

In this formula 6 = 2/L, where L is the estimated average life of capital 
goods described below. r, equals the difference between (1 - r )  Baa, and a 
measure of expected inflation from the Livingston Survey of twelve-month 
inflation expectations. c is the accrual equivalent tax rate on capital gains, 
which I set equal to 0.05. 

Cash Flow: CF, is calculated as the sum of income and depreciation. 
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Debt to Assets Ratio: DAR, = D,/(D, + E,), where D, is the market value 
of the firm's debt and E ,  is the market value of its equity. 

Coverage Ratio: COV, = IEX,/(IEX, + CF,). 
Tobin's q :  I calculate Q, as follows: 

D, + E ,  - INV, represents the market value of the capital stock. Here, I have 
subtracted the replacement value of inventories from the sum of the market 
values of debt and equity, since inventories are included in the market value 
of the firm but do not contribute to the market value of the capital stock 
itself. 

Taxes and Depreciation: TAX,  and DEPR, are taken directly from the 
COMPUSTAT type. 

Replacement Value of Inventories: For films using the FIFO method, inven- 
tories are valued at current cost, and book value equals replacement value. 
However, for firms using LIFO, inventories are valued a t  historical cost. To 
convert book to replacement value, I first assume that the reported value of 
LIFO inventories is equal to the replacement value for the first year the firm 
appears on the tape. Following Salinger and Summers (19831, I assume that 
inventories are rolled over each year and use the following formulas to 
calculate their replacement value: 

Here, INV, is the replacement value of LIFO inventories at  time t and INV,* 
is their reported value. 

Replacement Value of the Capital Stock: In order to convert the book value 
of the gross capital stock into its replacement value, I use the perpetual 
inventory method described in Salinger and Summers (1983). First, I set the 
replacement value of the capital stock equal to the book value of gross plant, 
property, and equipment for the first year the firm appears on the tape. For 
67% of the firms, this starting date occurs before 1962, when low inflation 
would not have caused much of a gap between the replacement value of 
capital and figures based on historical cost. For new firms that appear on the 
tape in later years, the book value of the capital stock in the first year is a 
reasonable approximation for the replacement value. However, for existing 
firms that appear in later years, this approximation will not be as good. 
Using the net value of plant, property, and equipment did not alter the 
empirical results significantly. 

Next, I estimate the useful life of capital goods in any year using the 
formula: 

GK,-, + I,
L, = 

DEPR, 
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Here L, is the useful life of capital goods at  time t and GK,-I is the reported 
value of gross property, plant, and equipment at  time t - 1.I then take the 
average over time of L, and use this average value, L, in the following 
formula to define the replacement value of the capital stock: 

The second term represents the amount of the capital stock that depreciates 
each year and is based on the assumption that economic depreciation is 
double declining balance. See Salinger and Summers (1983) for the other 
assumptions necessary to use this method of calculation. 

Market Value of Equity: Ei, is calculated as the sum of the market value of 
preferred stock and the market value of common stock. The latter is calcu- 
lated simply as the number of common shares outstanding times the end-of- 
year share price. The market value of preferred stock is its dividend capital- 
ized by Moody's medium-grade dividend yield, under the assumption that 
dividends are paid forever. 

Market Value of Debt: I use the method set forth in Bernanke and Camp- 
bell (1988) to convert the book value of debt into the market value. Since 
COMPUSTAT only provides limited information on the different maturities 
of debt, it is necessary to construct the maturity distribution of long-term 
debt from historical information on debt issues. The first step consists of 
using the method of Brainard, Shoven, and Weiss (1980) to construct the 
maturity distribution of book debt under the assumption that all long-term 
debt matures in twenty years. First, each individual firm's maturity distribu- 
tion is set equal to the aggregate for the first year that the firm appears on 
the tape. Then, if Dj, is debt due in j years at  time t, LTD, is the reported 
value of long-term debt at  time t, and DI, is the amount of debt issued at 
time t , the maturity distribution is updated as follows: 

Dzot= DI, = LTD, - (LTD,-l - Dl,,-l) 

if LTD, - (LTD,-l - Dl,,- l)  2 0 

Dzot= DI, = 0 if LTD, - (LTD,-l - Dl,,-l) < 0 (A71 
and 

Djt = Dj+l,t-l ,j = 1,..., 19. 

If LTD, - (LTD,-I - Dl,,- ,) < 0, debt retirement is distributed propor- 
tionately across the maturity distribution; that is, debt due in one to nineteen 
years is scaled down by the factor: 

LTD, 

The second step consists of replacing the estimated values of debt due in 
years one through five with the actual COMPUSTAT numbers and rescaling 
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the rest of the maturity distribution to be consistent with the total amount of 
long-term debt. 

Here, Dj",is the adjusted value of debt due in j years and D;", is the reported 
value of debt due in j years for j equal to one through five. 

The final modification adjusts the value of total book debt to make reported 
interest expense consistent with that implied by assuming that the firm's 
interest rate on debt issued at time t is the Baa rate at  time t. First, the new 
value of total book value is scaled as follows: 

NLTD, = LTD, x IEX, t D,",, (A101 
j=201i I 

where NLTD, is the scaled value of long-term debt at time t, Baa, is the 
interest rate on grade Baa bonds at time t, and IEX, is the reported amount 
of interest expense at time t. The new maturity distribution is then set 
proportional to the old. 
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