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Who are we?

▶ LTG: Language Technology Group
▶ Section for Machine Learning,

Department of Informatics, UiO
▶ Run our own study programs (BSc + MSc)
▶ ∼4 permanent, 2 adjuncts, 1 postdoc,

2 researchers, 8 PhDs
▶ Natural Language Processing (NLP):
▶ ‘Making sense’ of human language

https://www.mn.uio.no/ifi/english/research/groups/ltg/
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What are language models?

(ChatGPT, a generative language model by OpenAI)
https://openai.com/blog/chatgpt/

(PaLM 2, a generative language model announced by Google in May 2023)
https://developers.generativeai.google/products/palm

What is so special about these ‘language models’? And what is ‘language modeling‘?

..and who owns language models?
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What are language models?

Language modelling as two tasks
▶ Task 1: to estimate probabilities of natural language sequences:

▶ ‘What is the probability of lazy dog?’
▶ ‘What is the probability of The quick brown fox jumps over the lazy dog?’
▶ ‘What is the probability of green colorless ideas sleep furiously?’

▶ Task 2: to estimate the probability of a word x to follow a word sequence S of length n:
▶ ‘What is the probability of seeing jumps after The quick brown fox?’

▶ These two are closely related, almost the same task:

P(w1:n) = P(w1)P(w2|w1)P(w3|w1:2)P(w4|w1:3)...P(wn|w1:n−1) (1)

▶ Any system able to yield P(x) given S is a language model (LM).

Language modeling is data-driven: defined only on a given collection of texts (a corpus).
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What are language models?

Any language model is a text generator by definition

Autoregressive or causal generation:
▶ feed a word or a sentence (prompt) into the LM
▶ get a probability distribution over what words are likely to come next
▶ pick the most probable word from this distribution (or use some form of sampling)
▶ feed it right back in the LM together with the previous words
▶ repeat this process and you’re generating text!

Slightly rephrasing https://karpathy.github.io/2015/05/21/rnn-effectiveness/

This is what ChatGPT or GPT-4 do. Thus, generative language models.
But text generation is not the only task LMs can do.
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What changed since good old times?
Modern language models are built with multi-layered artificial neural networks
▶ First neural LM in [Bengio et al., 2003] used feed-forward neural network architecture

▶ produced word representations (embeddings) as a by-product in its hidden layers.
(image from Jurafsky and Martin, 2023)

But things have moved forward since then. In what ways?
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1. Increased compute
▶ Hardware capabilities are growing: graphic processing units (GPUs) and Tensor Processing

Units (TPUs). They excel in parallelized matrix multiplication.

▶ Compute divide: who can afford burning 100K GPU/hours to train a GPT-10B model for a
mid-sized language?

▶ Publicly funded science is important! Norway has access to LUMI:
▶ 3rd most powerful supercomputer in the world, 1st in Europe
▶ 2560 compute nodes with AMD MI250X GPUs (20 000 GPUs in total)

▶ https://www.lumi-supercomputer.eu/
Language Technology Group uses LUMI to train open language models for English and
Norwegian: much faster than before [Samuel et al., 2023a, Samuel et al., 2023b]
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2. Increased data

LMs are trained on raw texts: lots of data to crawl from the Internet (most of it in English).
Training corpora sizes for some famous LMs in running words:

▶ ChatGPT? Size of the training data unknown (but a mix of texts and code).
▶ Not all languages are equal in the size of available data (more on it later).
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3. Better architectures: transformers

Transformer
▶ A sequence of feedforward layers
▶ multi-headed self-attention

▶ model learns what words in the input sequence to pay
attention to during training

▶ all input words are processed simultaneously
▶ training easily paralellized across multiple

computation units (unlike recurrent neural networks)
▶ many heads: solves the under-parameterization

problem, different heads excel in different tasks
▶ positional encoding

▶ allows to take word order into account
Transformers allowed to use the existing data and
compute in the most optimal way.

9



Transformer as a language model

(image from Jurafsky and Martin, 2023)
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What changed since good old times?
▶ We are not limited to imitating left-to-right human text processing
▶ bidirectional LMs, masked LMs −→ even better results on many practical NLP tasks

NorBERT-3 family of models (https://huggingface.co/ltg/norbert3-large)

11
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Modern large language models

https://github.com/Mooler0410/LLMsPracticalGuide
12
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Modern large language models
Constant stream of ever growing ‘foundation language
models’ pre-trained on huge text collections:
▶ Bidirectional Encoder Representations from

Transformer (BERT) [Devlin et al., 2019]

▶ Generative Pretrained Transformer - 3 (GPT-3)
[Brown et al., 2020]

▶ Text-To-Text Transfer Transformer (T5)
[Raffel et al., 2020]

▶ Pathways Language Model (PaLM)
[Chowdhery et al., 2022]

▶ ChatGPT and GPT-4 (a tech report which reads
more like a commercial)

▶ LLaMA [Touvron et al., 2023]

▶ ...

[Bommasani et al., 2021]

There are three major types of modern LMs.
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Architectures

Encoder LMs
▶ Trained to produce useful representations of input words / sequences (encode them)
▶ also known as masked language models
▶ popular example: BERT [Devlin et al., 2019]

▶ not used much for generation, but excel in classification, etc

14



Architectures

Decoder LMs
▶ Trained to predict the next word based on the

previous words
▶ decoding the current model state into human

language words
▶ also known as autoregressive or causal models
▶ excel in text generation
▶ most classical type of language models, dating back

70 years
▶ popular example: GPT-3 [Brown et al., 2020]

▶ ...and ChatGPT of course.
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Architectures

Encoder-decoder language models
▶ trained on both encoding and decoding objectives
▶ also known as text-to-text models
▶ any task is cast as converting one text to another
▶ encoding the input text and then decoding the output text
▶ most popular example: T5 [Raffel et al., 2020]

16



Instruction fine-tuning

Helpful instructions
▶ One can further fine-tune a generative language model on a collection of specific datasets

phrased as instructions (check out FLAN-T5 model [Chung et al., 2022])
▶ sort of an extension of the text-to-text idea
▶ shown to generalize on unseen tasks
▶ of course, manually annotated datasets are required.

17



ChatGPT details
▶ ChatGPT is a successor of GPT-3.5 by the same OpenAI lab [Brown et al., 2020]
▶ GPT-3.5 is a decoder LM of 175B parameters, trained on 200-300 billion running words.

Most probably, ChatGPT is 175B as well, but nobody knows for sure.
18



Decoder LMs excel in generation
Great generation abilities with right prompts (zero-shot or few-shot learning)

https://gpt.uio.no/chat

Encoder-decoder FLAN-T5 model can only hallucinate in response to this question:

[Chung et al., 2022]
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ChatGPT details

Important addition: large-scale human supervision (a.k.a. RLHF).

▶ ChatGPT capitalizes on the InstructGPT model
[Ouyang et al., 2022]
▶ also known as ‘text-davinci’; not clear what exact

model they used.
▶ pre-trained LM is fine-tuned on human-generated

instructions
▶ additionally refined on human preferences:

reinforcement learning with human feedback (RLHF)
▶ human supervision on hundreds of thousands of

interactions (crowd-workers paid 2$/hour max)
▶ pushes the models towards being helpful, harmless,

and honest in chat.
Some even suggest to call such LMs ‘instruction-tuned text generators’ [Liesenfeld et al., 2023]
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ChatGPT details

[Kocoń et al., 2023]
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ChatGPT details

Inference
▶ Not enough to train a large model until the loss is ‘good enough’
▶ not enough to even evaluate the model on existing benchmarks.
▶ How to organize regular inference (day-to-day usage of the model)?
▶ It is expensive, but also difficult technically.
▶ A significant part of OpenAI success with ChatGPT is organizing public inference, not

something exciting about training data or architectures.
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How good ChatGPT is in fair comparison with other models?

It’s not like ChatGPT is the superior LM. Far from that. But it’s not bad.
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How good ChatGPT is in fair comparison with other models?

[Qin et al., 2023]

ChatGPT performance loss compared to SOTA:

[Kocoń et al., 2023]

▶ Not clear how important RLHF is
▶ may be, Superficial Alignment Hypothesis is true?

▶ but we do not know how large ChatGPT is.
▶ Not trivial to properly evaluate ChatGPT: the model isn’t actually available!
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Who owns the models?

https://github.com/Mooler0410/LLMsPracticalGuide
25
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Proprietary black boxes

GPT-3 and ChatGPT are closed, not publicly available (you cannot download the weights, only
use the models via API or web interfaces)

Current best practice in NLP:
▶ Download a LM pre-trained on large collections of unlabeled texts
▶ and fine-tune it on a small amount of your labeled task data;
▶ E.g.: NorBench set of Norwegian NLP benchmarks [Samuel et al., 2023b]

▶ You cannot do this with OpenAI’s recent models (or Bard, or Claude-2).
▶ You also cannot easily study them.
▶ No parameter control, the models are changing daily in opaque ways.
▶ Instruction and human preference datasets also not public.
▶ A major disadvantage both scientifically and practically.
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Who owns the models?

A great opinion piece: ‘Closed AI Models Make Bad Baselines’ by Anna Rogers

https://towardsdatascience.com/closed-ai-models-make-bad-baselines-4bf6e47c9e6a

27
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Another world is possible

▶ Code can be fully available to the public (relatively easy)

▶ Models can be fully available to the public!
▶ Great examples are T5, BLOOM, OPT, LLaMA, Norwegian LMs by LTG at UiO and NB AI Lab

▶ Training datasets can be fully available to the public!
▶ ROOTS corpus is a great example [Piktus et al., 2023]
▶ more open-source instruction and human-preference datasets start to appear now: Dolly,

OpenAssistant, etc.
▶ LTG participates in the large EU-funded HPLT project aimed to provide open training

corpora and fully open language models for all major European languages
▶ in collaboration with the Internet Archive (https://archive.org/).

https://hplt-project.org/.
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Why models should be open?

▶ LLMs integrated in our lives more and more
▶ society cannot rely on black boxes.

▶ Basics of critical technology:
1. transparency
2. reproducibility
3. quality control

▶ possible only when the model weights are available...
▶ not even talking about meaningful comparison and scientific analysis.
▶ The same applies to the training data.
▶ Important:

▶ Proprietary systems are (mostly) for-profit
▶ Their creators are incentivized to over-hype their achievements.
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Why models should be open?

Also practical risks and harms
▶ vendor lock-in

▶ yes, also when you buy API access from OpenAI

▶ lack of reliability
▶ a company can promise ‘to always provide access to the model’...
▶ .. but nothing compares to actually having the model weights on your hard drive

But what about security?
‘We cannot allow bad guys to download our LLMs!
Good guys should control the access!’
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Why models should be open?

Security through obscurity does not work anyway

Obvious traces of human supervision (and may
be hard-coded rules). But it is not bullet-proof.
Clever prompt engineering transforms it
miraculously...
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Why models should be open?

Of course, different degrees of ‘openness’ are possible [Liesenfeld et al., 2023]

https://opening-up-chatgpt.github.io/

32
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Why models should be open?

Very different degrees of ‘openness’:

https://opening-up-chatgpt.github.io/
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Endless ascent?

Scaling
▶ When scaling up sufficiently, the next-word objective can be surprisingly powerful. . .
▶ Emergent properties, especially with infinite-data training [Wei et al., 2022]

With sufficient training, new capabilities suddenly appear in the models: fascinating! Useful
smart assistants are on the way.

But will it continue forever, until we get general AI? Hardly.
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Natural limits to further development
▶ For most languages, the total size of unsupervised training data is limited

▶ humans do not generate texts ad infinitum
▶ how to make sure we do not train on auto-generated texts (data poisoning)?

▶ Per-language sizes of the raw HPLT web collections, v.1 (in running words):
1. English: 1.03e+13 (10 trillion)
2. Chinese: 1.79e+12 (1.8 trillion)
3. Russian: 1.79e+12 (1.8 trillion)
4. German: 8.99e+11 (900 billion)
5. ...
6. Norwegian Bokmål: 5.55e+10 (55 billion)

▶ How much Norwegian data we have after de-duplication?
▶ 30-40 billion running words
▶ training in the ‘infinite data’ regime is not possible.
▶ but enough to train a decent mono-lingual model from scratch (NorBERT and NorT5 models).

▶ one can also train on a multilingual collection (GPT-SW3 initiative)
▶ or fine-tune other pre-trained models on Norwegian data (NB AI Lab models)
▶ Speech-to-text is a promising way to get some more data.
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Natural limits to further development

▶ Human supervision resource is limited
▶ human labor (annotation) is expensive
▶ and we need tens of thousands prompts for

instruction fine-tuning and hundreds of thousands
human preferences for RLHF...

▶ ...preferably not machine-translated from English...
▶ ...and not synthetic.
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To sum up

Putting large language models in context
▶ Language modeling is one of the foundational tasks in natural language processing.
▶ LMs predict the next word and produce representations for linguistic entities
▶ ...but in addition, they can be used directly for text generation (chat-bots).

▶ Modern LMs based on deep artificial neural networks are much better than prior LMs.
▶ This is because of:

1. increased compute (distributed very unequally)
2. increased training data (of dubious quality and legality)
3. new architectures like Transformers with self-attention or instruction fine-tuning

▶ Generative LMs are becoming a significant part of our lives
▶ But right now we are at a very important bifurcation point:

▶ closed proprietary models owned by giant businesses or states, accessible only via APIs, or...
▶ open and transparent models trained on open data, available for downloading and studying

▶ What will we choose?
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