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Hallucinations – The Achilles heel of trustworthy AI

IEEE Spectrum March 2023.
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Facebook fastMRI challenge – Hallucinations

Original AI reconstruction

From Muckley, M. J., et al. ”Results of the 2020 fastMRI challenge for machine
learning MR image reconstruction.” IEEE transactions on medical imaging 40.9
(2021): 2306-2317.
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Concerns in medical image reconstruction

“ Such hallucinatory features are not
acceptable and especially problematic if
they mimic normal structures that are
either not present or actually abnormal.
[. . .]. Neural network models can be un-
stable as demonstrated via adversarial
perturbation studies [64].”

— Evaluation of the Facebook and NYU
fastMRI challenge (2020) .

“The potential lack of generalization
of deep learning-based reconstruction
methods as well as their innate unsta-
ble nature may cause false structures to
appear in the reconstructed image that
are absent in the object being imaged ”

— In “On hallucinations in tomographic
image reconstruction”, IEEE T. Med.
Imaging (2021).

Concerns in microscopy

“The most serious issue when applying
deep learning for discovery is that of hal-
lucination. [...] These hallucinations are
deceptive artifacts that appear highly
plausible in the absence of contradictory
information and can be challenging, if
not impossible, to detect.”

— In “Applications, promises, and
pitfalls of deep learning for fluorescence
image reconstruction”, Nature Methods

(2019).

“However, if the neural network en-
counters unknown specimens, or known
specimens imaged with unknown micro-
scopes, it can produce nonsensical re-
sults.”

— In “The promise and peril of deep
learning in microscopy”, Nature

Methods (2021).



How do you know when you are right?

–

Why cannot AI detect when it hallucinates?
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Explainable AI in medicine – The Lancet

From ”The false hope of current approaches to explainable artificial intelligence in
health care,” M. Ghassemi, et al. The Lancet (2021).
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Explainable AI in medicine – The Lancet

From ”The false hope of current approaches to explainable artificial intelligence in
health care,” M. Ghassemi, et al. The Lancet (2021).
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Can we make explainable AI?
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Explainable AI?
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Explainable AI?

From ”Explanations can be manipulated and geometry is to blame,” A. Dombrowski
et al. NeurIPS (2019).
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Foundations of AI?

Google’s Ali Rahimi, winner of the Test-of-Time award 2017
(NeurIPS), “Machine learning has become alchemy. ... I would like
to live in a society whose systems are built on top of verifiable,
rigorous, thorough knowledge, and not on alchemy.”
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Crisis in foundations of maths and computations

Hilbert, Turing, Gödel and Russell initiated two of the most influential
foundations programmes in the history of science: the foundations of
mathematics and the foundations of computations.

Smale’s 18th problem (from the list of mathematical problems for the 21st
century):

What are the limits of AI?
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Can we create AI that checks if itself is

correct?

–

Computing the EXIT-flag
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Commercial software like MATLAB has EXIT-flag

+3 The solution is feasible with respect to the relative ConstraintTolerance tol-
erance, but is not feasible with respect to the absolute tolerance.

+1 Function converged to a solution x.

0 Number of iterations exceeded options.MaxIterations or solution time in
seconds exceeded options.MaxTime.

−2 No feasible point was found.

−3 Problem is unbounded.

−4 NaN value was encountered during execution of the algorithm.

−5 Both primal and dual problems are infeasible.

−7 Search direction became too small. No further progress could be made.

−9 Solver lost feasibility.

Table: The EXITFLAG in commercial software for scientific computation
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Impossibility of computing the ’exit flag’

Theorem 1 (’Exit flag’ is impossible in AI [Bastounis, Hansen, Vlacic])

There are basic problems for which there exists a neural network
(AI) that does not hallucinate, but no algorithm can compute this
neural network. Moreover, it is impossible to check whether any AI
hallucinates on these problems.

Short Summary: We cannot in general check whether AI
hallucinates or not.
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Impossibility of computing the ’exit flag’

Corollary 2 (’Exit flag’ is impossible in AI [Bastounis, Hansen, Vlacic])

Trustworthy AI must be able to say ’I don’t know’.
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Instabilities in classification/decision problems

From S. G. Finlayson et al. ”Adversarial attacks on medical machine learning”,
Science (2019).
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...and now it becomes political
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AI in public sector management
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EU legal framework for AI

European Commission’s outline for a legal framework for AI:

”In the light of the
recent advances in artificial intelligence (AI), the
serious negative consequences of its use for EU
citizens and organisations have led to multiple
initiatives from the European Commission
to set up the principles of a trustworthy and
secure AI. Among the identified requirements,
the concepts of robustness and explainability
of AI systems have emerged as key elements
for a future regulation of this technology.”

– Europ. Comm. JCR Tech. Rep. (Jan 2020).

”On AI, trust is a must, not a nice to have.
[...] The new AI regulation will make sure that
Europeans can trust what AI has to offer. [...]
High-risk AI systems will be subject to strict obligations before they can be put
on the market.

— Europ. Comm. outline for legal AI (April 2021).
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Correctional Offender Management Profiling for Alternative Sanctions

(COMPAS)

22 / 27



Whom to trust – Big-Tech and criticism from within
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Timnit Gebru was sacked from Google
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Boundaries of AI
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Boundaries of AI in IEEE Spectrum
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Book

Compressive Imaging: Structure, Sampling, Learning

(Cambridge University Press)

PROSE Award 2022 – Finalist

Compressive 
Imaging: 

BEN ADCOCK
ANDERS C. HANSEN

Structure, Sampling, Learning

Ben Adcock & Anders C. Hansen
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