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What is ChatGPT?

► A chatbot interacting in a 

conversational way.

► Aims at generating human-like 

text as response.

► Relies on large AI-based 

language models (GPT).

► Released in Nov 2022 by 

OpenAI (but the technology is 

from 2018).
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Example: text correction + feedback
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Example: text correction + feedback
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ChatGPT

10/03/2023



Example: hallucinations
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► Input: dialogue-like prompts

► Result: generated human-like text

(Story, explanation, translation etc.) 

► Information from patterns previously 

learned from training data

► Reliability of information depends on 

algorithm & training data
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► Input: keywords of simple questions

► Result: web pages

► Information from a matching 

document collection (internet)

► Reliability of information depends on 

web page creator

vs.
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► Input: keywords of simple questions

► Result: web pages

► Information from a matching 

document collection (internet)

► Reliability of information depends on 

web page creator

“asking a friend”

vs.

“asking a librarian”



GPT: Generative Pre-trained Transformer
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next word prediction Probabilities learned from data:

Wikipedia, news, online forums,

web texts, books

I was there in 1990.

I was there, were you?

I was in a good shape then.

We were in Oslo last year.

I was glad it happened.

I was happy you arrived.

I was confused about everything.

They were hungry before lunch.

… … …



GPT: Generative Pre-trained Transformer
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GPT: Generative Pre-trained Transformer
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GPT: Generative Pre-trained Transformer

13Source: https://jalammar.github.io/illustrated-gpt2/

Self-

attention

https://jalammar.github.io/illustrated-gpt2/


Inside language models: vectors

cat
kitten
dog
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Context (right)Context (left)

meowed.
meows desperately.
barks all night.

Target

The happy 
A small

My neighbor’s



Inside language models: vectors

cat
kitten
dog

houses
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Context (right)Context (left)

The happy 
A small

My neighbor’s
The agency sold three

meowed.
meows desperately.
barks all night.
with a pool.

Words with similar 

contexts are closer 

together.

Target



Language models: ChatGPT’s base
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Language model 

(GPT)



Reinforcement learning in ChatGPT
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Language model 

(GPT)

Reinforcement Learning with 

Human Feedback (RLHF)

▪ Clues about human expectations

▪ Increases helpfulness



Safety layer in ChatGPT
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Language model 

(GPT)

Reinforcement Learning with 

Human Feedback (RLHF)

Safety

► Aim: 

▪ Refuse harmful requests

▪ Reduce bias

► Based on:

▪ Safety RLHF prompt

▪ Rules



Latest updates

► Detection of AI-written text

▪ not very reliable though
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► New language model: GPT-4

▪ 14 March 2023 (paid version)



GPT-4: improved factuality

20Source: https://cdn.openai.com/papers/gpt-4.pdf

https://cdn.openai.com/papers/gpt-4.pdf


GPT-4
& 

exams
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text + 

images 

as input!

Source: 

https://cdn.o

penai.com/p

apers/gpt-

4.pdf

https://cdn.openai.com/papers/gpt-4.pdf


What is ChatGPT good at?

► Generating and modifying 

very human-like texts

► Tailoring output to human 

expectations based on 

prompts

► Reproducing some well-

known facts available in 

its underlying data
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✓ Edit and improve own 

writing

✓ Personalize assignments

✓ Provide feedback

Educational use cases



ChatGPT’s current limitations

► Data only up to September 2021.

► Sometimes still harmful or biased.

► Plausible-sounding, but incorrect 

facts together with correct ones.

► Does not produce visual output.

► No reasoning, common sense or any 

kind of awareness.
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