AST1100 Lecture Notes
21: Quantum gases

In this lecture we will discuss a quantum phenomenon known as degen-
eration. A gas which is degenerate has very special properties. The helium
flash was caused by a degenerate stellar core. We will now see that the final
result of stellar evolution is also a star which consists of degenerate gas: a
white dwarf or a neutron star. What gives the degenerate gas its peculiar
properties is its equation of state. The equation of state is an equation relat-
ing the pressure of the gas to its density and temperature. We have already
encountered two such equations of state, P = pkT/(umy) for an ideal gas
and P = (1/3)aT* for a photon gas (we will now use capital P to denote
pressure in order to distinguish it from the momentum p). We will therefore
start by studying how we can obtain an expression for the pressure of a gas.

1 Pressure

To calculate the pressure of a gas we need to consider the force that particles
in a gas exert on a wall (real or imaginary). Pressure is defined as the force
per area on the wall P = F'/A from the particles in the gas. In figure 1 we
see particles within a cylinder of length Ax. The particles collide with the
wall at the right end of the cylinder. The surface area of the part of the wall
limiting the cylinder on the right end is A. We will assume that the collisions
are elastic. In elastic collisions the total absolute value of the momentum of
the particle is conserved.If we define the x-direction as the direction towards
the wall and the y-direction as the direction along the wall (see again figure
1), then momentum p, in y-direction is always conserved since there is no
force working in that direction. For the absolute value of the momentum to
be conserved, the absolute value of the momentum p, in the x-direction must
be conserved. This means that the momentum in the x-direction after the
collision must the —p, where p, is the momentum before the collision. This
means simply that the incoming angle equals the outgoing angle (see figure
2).

Before the collision, a particle has momentum (p,, p,). After the collision
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Figure 1: Pressure on the wall of area A is the total force exerted from the

particles within the cylinder divided by the area.

Figure 2: An elastic collision: the absolute value of the momentum is con-

served.



the particle has momentum (—p,, p,). The total change in momentum is just
2p,. The force exerted on the wall during a time interval At is according to
Newton’s second law p A 5

f=2~ S =R 1)
We will now consider a time interval At such that all the particles within
the cylinder with velocity |v,| and momentum |p,| has collided with the wall
within time At. The time it takes a particle with x-velocity v, at a distance
Az from the wall to hit the wall is At = Az /v,. Within the time A#', all
the particles in the cylinder traveling in the direction towards the wall (with
velocity v,) have collided with the wall. But only half of the particles travel
in the direction towards the wall. The other half travels in the opposite
direction and had therefore already hit the wall within a time interval At
earlier. So within the time
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At = 2At =

every single particle in the cylinder with velocity |v,| has collided with the
wall. Inserting this in equation 1 we find that the force exerted by any single
particle of velocity |v,| and momentum |p,| in the cylinder within the time
At is
2Dz VaPa

/= At Az’
The total velocity is given by v? = v? + UZ + v2, but on average the velocity
components are equally distributed among all three dimensions such that the
mean values < v >=< vy >=< v? > giving that v* = 3v} or v, = v/V/3
(note: this will not be true for one single particle, but will be true when taking
the average over many particles)on average. Exactly the same argument
holds for the momentum giving p, = p/ v/3. We thus have
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We have a distribution function n(p) which gives us the number density of
particles in the gas with momentum p such that n(p)dp is the number of
particles with momentum between p and p + dp. We have already seen at



least one example of such a distribution function: The Maxwell-Boltzmann
distribution function for an ideal gas. We used this for instance to find the
width of a spectral line as well as to find the number of particles with a
certain energy in a stellar core when calculating nuclear reaction rates. We
will here assume a general distribution function n(p). Since n(p) is a number
density, i.e. number per unit volume, we can write the total particles in the
cylinder N(p) with momentum p as the density times the volume AAz of

the cylinder
N(p) = n(p)AAz.

The total force exerted on the wall of the cylinder by particles of momentum
p is then

_ 1
dF = 2 N(p)dp = g pvn(p) Adp,

or in terms of the pressure exerted by these particles

_dF 1

dP = — = Zpun(p) dp. (2)

We obtain the total pressure by integrating

Pzé/ooopvn(p)dp (3)

which is the pressure integral. Given the distribution function n(p) (for in-
stance the Maxwell-Boltzmann distribution) and an expression relating v
and momentum p (for instance v = p/m for non-relativistic particles) we can
integrate this equation to obtain the pressure in the gas.

2 Distribution functions

A statistical distribution function n(p) describes how the momenta are dis-
tributed between the particles in a gas. It tells us the number density of
particles having a specific momentum p. The density of particles with mo-
mentum between p and p + dp is given by n(p)dp. By making substitutions
(for instance p = mv), we can obtain the velocity distribution function n(v)
which we used to obtain the width of a spectral line in the lectures on elec-
tromagnetic radiation. Or by making the substitution E = p*/(2m) we can
obtain the distribution function n(F) giving the number density of particles



Py

Figure 3: Momentum space: All particles with [p| within [p,p + Ap] are
located on the thin shell of thickness Ap at radius |p|.

having a certain energy E. We used the latter in the lecture on nuclear
reactions.
The Maxwell-Boltzmann distribution function for an ideal gas is

1 3/2 —p2/(2mkT)
n(p) =n <27rka> ‘ ’

where n is the total number of particles per volume. This is the density n(p)
of particles with momentum . Above we needed the number density n(p)
of particles with an absolute value of the momentum p. Thus, we need to
integrate over all possible angles of the vector p. We can imagine that we
have a momentum space, i.e. a three dimensional space with axes p,, p, and
p. (see figure 3). All possible momentum vectors p’ are vectors pointing to
a coordinate (p,,py,p.) in this momentum space. All particles which have
an absolute value p of their momentum p"are located on a spherical shell at
distance p from the origin in this momentum space. Thus we may imagine a
particle to have a position in the six dimensional position-momentum space
(#,p). All particles have a position in real space (z,y,z) and a position in
momentum space (py, py,p-). All particles with momentum between p and
p + dp are located on a thin shell of thickness dp at a distance p from the



origin. The total volume of this shell is 47p?dp. Thus, to obtain the total
number of particles within this momentum range, we need to multiply the
distribution with the momentum space volume 4mp?dp,

1
2memkT

3/2

n(p)dp = n < ) / 6_p2/(2ka)47Tp2dp.
This is the distribution function for absolute momenta p that we already
know. Note that whereas n(p) has dimensions number density per real vol-
ume per volume in momentum space, n(p)dp has dimensions number density
per real volume. The latter follows from the fact that we have simply multi-
plied n(p) with a volume in momentum space (47p*dp) to obtain n(p)dp.

We have also, without knowing it, encountered another distribution func-
tion in this course. The Planck distribution. The Planck distribution is the
number density of photons within a given frequency range

2h13 1
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B(v) =

When you have taken courses in quantum mechanics and thermodynam-
ics you will deduce two more general distribution functions. When taking
quantum mechanical effects into account it can be shown that the distribu-
tion function for fermions (fermions were particle with half integer quantum
spin like the electron, proton or neutron) and bosons (bosons were particles
with integer quantum spin like the photon) can be written generally as

g(F)

n(E) = o(E—nc)/(RT) + 1’

where pc is the chemical potential and g(F) is the density of states which we
will come back to later. Here the minus sign is for bosons and the plus sign
for fermions. In the limit of low densities it turns out (we will not show it
here) that the exponential part dominates and the distribution function be-
comes equal for fermions and bosons. In this case the chemical potential has
such a form that we get back the Maxwell-Boltzmann distribution function
(compare with the above expression). Note that the expression for bosons
resembles the Planck function: the Planck function can be derived from the
distribution function for bosons (you will do this in later courses).



3 Degenerate gases

In the core of stars, the fermions, i.e. the electrons, is the dominating species.
Therefore we will here study the distribution function for fermions and use
the + sign in the above equation. We will look at an approximation of the
distribution function for an electron gas at low temperature. Of course, the
temperature in the core of a star is not particularly low, but we will later show
that the same approximation and results are valid even for high temperatures
provided we are in the high density limit. In the low temperature limit it can
be shown that the chemical potential pc equals the so-called Fermi energy
Er. We will later find an expression and physical interpretation for the Fermi
energy, but first we will consider the distribution function for fermions (in
our case, electrons) given by

9(E)
E) = T Emen 11 (4)
where 5o
2me
o(B) = an (J5) BV ©)

where m, is the electron mass. The number of electrons per volume with an
energy between F and E + dF in a gas with temperature T is now given by
n(E)dE. The energy E of the electron may be larger or smaller than the
Fermi energy Er. We will now measure the energy of the electron in units
of the Fermi energy. We define x = F/Ep such that x < 1 when the energy
is less than the Fermi energy and x > 1 when the energy is larger than the
Fermi energy. The distribution function as a function of z, the energy in
units of the Fermi energy, can thus be written

_ g(z)
") = e 51

In the low temperature limit, 7" — 0, the factor Er/(kT) is a very large
quantity. The energy z defines whether the number in the exponential is a
large positive or a large negative quantity. If x > 1, i.e. that the energy is
larger than the Fermi energy, then the number in the exponential is a large
positive number and n(x) — 0. For z < 1, i.e. the energy is less than the
Fermi energy, the number in the exponential is a large negative number. Thus
the exponential goes to zero and n(x) — g(z). So for very low temperatures,
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Figure 4: The number of electrons n(E) divided by g(F) for different energies
E. The solid line is for a gas at temperature 7" = 10K, the dotted line for
a gas at temperature 7' = 2K and the dashed line for 7" = 0.1K. When the
temperature approaches zero, there are less and less electrons with energy
larger than the Fermi energy Ef.

there is a sharp limit at © = 1. For £ < EF we find n(z) = g(z) whereas for
E > Er we find n(z) = 0. In figure 4 we show n(z)/g(z) for lower and lower
temperatures.

The physical meaning of this is that for very low temperatures, all the
electrons have energies up to the Fermi energy whereas no electrons have en-
ergies larger than the Fermi energy. The Fermi energy is a low temperature
energy limit for the electrons. Even if we cool an electron gas down to zero
temperature, there will still be electrons having energies all the way up to
the Fermi energy. But if the temperature is zero, why don’t all electrons have
an energy close to zero? Why don’t all electrons go and occupy the lowest
possible energy state allowed by quantum mechanics (in quantum mechan-
ics, a particle cannot have zero energy)? The reason for this is hidden in
quantum physics: at low temperatures the gas of electrons start to behave
like a quantum gas, a gas where quantum mechanical effects are important.
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The quantum mechanical effect which we see on play here is the Pauli ex-
clusion principle: Two fermions cannot occupy the same energy state. To
understand this principle we need to dig even deeper into the quantum the-
ory. According to quantum mechanics momentum is quantized. This means
that a particle cannot have an arbitrary momentum. The momentum in any
direction can be written as

Pz = Nm * Do,

where N, is an integer quantum number and pg is the lowest possible mo-
mentum. Thus, an electron can only have x-momenta pg, 2pg, 3py etc. No
values in between are allowed. So the total momentum of an electron (or any
particle) can be written

P’ =pi+p.+ 2 =po(N2+ Ny + N2) = pgN?,

where (N, Ny, N,) are the three quantum numbers defining the state of the
electron. According to the Pauli exclusion principle only one electron can
occupy the quantum state (N,, N,, N.). No other electrons can have ex-
actly the same combination of quantum numbers. We go back to the above
image of a momentum space where a particle has a position (p,,py,p.) in
a three dimensional momentum space in addition to a position in normal
space. We can now write this position in terms of quantum numbers as
(Pzs Py P2) = Po(Ng, Ny, N,). Since only one electron can have a given mo-
mentum po(N,, Ny, NV, ), one could imagine the momentum space filled with
boxes of volume py X pg X pg. Only one electron fits into each box. We re-
member that all electrons with momentum lower than a given momentum p
is within a sphere with radius p in this momentum space. All electrons with
a higher momentum p are outside of this sphere. But inside the sphere of
radius p, there is only room for 4/37 N3 boxes of size pj (total volume of the
momentum space sphere (4/3)7p? = (4/3)7piN? divided by volume of box
p3). If all these boxes are filled, no more electron may settle on a position
inside this sphere, it has to remain outside of the sphere. When you lower
the temperature of an electron gas, the electrons loose momentum and start
to occupy the lowest possible momentum states, i.e. they all start to move
towards the origin (0,0,0) in momentum space. But when all start to move
towards the origin in momentum space (see again figure 3), all the boxes
around the origin are soon occupied, so the electrons need to remain with
higher momenta at larger distances p from the origin. But if they need to
remain with larger momenta, this means that they also have larger energy:



The same argument therefore applies to energy. The energy states of the
electrons are quantized so not all electrons may occupy the lowest energy
state. For this reason we see that the distribution function for electrons at
low temperatures is a step function: All electrons try to occupy the lowest
possible energy state. The lowest energy states are filled up to the Fermi
energy. If we call pr the Fermi momentum, the momentum corresponding
to the Fermi energy we can imagine that all electrons start to gather around
the origin in momentum space out to the radius pp. All electrons are packed
together inside a sphere of radius pr in momentum space. When you add
more electrons to the gas, i.e. the density of electrons increases, the sphere
in momentum space inside which all the electrons are packed also needs to
expand and the Fermi momentum pp increases. Thus the Fermi momentum
and the Fermi energy are functions of the electron density n..

Having learned that for very low temperatures, the electrons are packed
together in momentum space in a sphere of radius pr we can find the total
number density (per real space volume) n,, of electrons in the gas by summing
up all the boxes of size pj inside this sphere. We know that all these boxes
are occupied by one electron and that no electrons are outside this sphere
(this is completely true only for 7' = 0). First we need to know the fermion
distribution function n(p) in terms of momentum rather than in terms of en-
ergy which we used above. The fermion distribution function for momentum
can be written in the low temperature limit as

B 1 2
n(p) = e(P?—p3)/(2mkT) | 1 3"

This is the number density per volume in real space per volume in momentum
space. Considering again the low temperature case, we see, using the same
arguments as before, that n(p) — 0 for p > pr and n(p) — 2/h3 for p < pp.
Thus n(p) is a constant for p < pp and zero for p > pp. In order to obtain
the number density of electrons per real space volume we need to integrate
this expression over the momentum space volume. So for T'— 0

00 PF ) 8w
Ne = n(p)drp?d :/ —Arp?dp = —p?
/0 (P)dmpdp = | 5dmp dp = o5
where we integrate over the sphere in momentum space in shells of thickness
dp out to the Fermi momentum py where n(p) is a constant (2/h?) for p < pg
and is zero for p > pr. Make sure you understood this derivation! We use
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this result to obtain an expression for the Fermi momentum

3h3n, 1/3
o= (Tm) )

Using the non-relativistic expression for energy we can now find the Fermi
energy expressed in terms of the electron number density n,

no pyp R (3n6)2/3
F = = —_— .
2m. 8m. \

(7)

As we anticipated, the Fermi energy depends on the density of electrons. The
higher the density, the larger the Fermi energy and the Fermi momentum in
order to have space for all the electrons within the sphere of radius pp. A
gas where all particles are packed within this sphere so that the particles
are fighting for a box in momentum space among the lowest energy states
is called a degenerate gas. A partially degenerate gas is a gas where there
are still a few vacant boxes among the lowest energy states such that some
particles have energies larger than the Fermi energy. We now need to find a
criterion for when a gas is degenerate.

When the temperature of a gas is high and the density low, the distri-
bution function is the Maxwell-Boltzmann distribution function. We have
previously learned that for a gas following the Maxwell-Boltzmann distribu-
tion function, the mean energy per particle is < E >= (3/2)kT. The gas
starts to become degenerate when most of the particles have energies below
the Fermi energy. The gas therefore starts to be degenerate when the mean
energy of the particles go below the Fermi energy. For an electron gas we
thus have the criterion

3 R /3n.\*3
—kT < Ep = ( e) ,
2 F 8me \ T
o 2 2/3
T h 3
W25 " Tomok (%) ' (®)

As discussed above, this criterion is satisfied for very low temperatures, but
we now see that it is also satisfied for very high densities. In the exercises
you will estimate what kind of densities are needed in the stellar cores for
the core to be degenerate.
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Now take a deep breath, close your eyes and try to find out how much
you have understood from this section. Then if this is not the 3rd time you
read it, go back and read again with the goal of understanding a little bit
more this time.

4 The pressure of a degenerate electron gas

When the density of electrons in the stellar core becomes high enough, most
electrons have energies below the Fermi energy and the above criterion for
degeneracy is satisfied. The core is electron degenerate. Now we will study
the properties of a degenerate gas. The equation of state, the equation for
the pressure as a function of density and temperature, is one of the most
important properties describing how a gas behaves.

In order to find the pressure, we need to evaluate the pressure integral
(equation 3) for the degenerate gas. First we need the density n(p)dp of
electrons per volume with momentum p in the interval [p, p + dp]. By now
we have learned that n(p)dnp*dp = n(p)dp such that for p < pr we have
n(p)dp = (2/h3)4np?dp and for p > pr we have n(p) = 0.

Inserting the expression for the Fermi momentum (equation 6), we find

3 2/3 h2
P= <—) b3 (9)

T 20m, ©

We see that the pressure of a degenerate gas does not depend on the tem-
perature. If the temperature increases or decreases, the pressure does not
change! This is very different from a normal gas. It means that the degener-
ate stellar core will not expand or contract as the temperature changes. The
only exception being when the temperature increases so much that the con-
dition (8) for degeneracy is no longer valid and the degeneracy is broken. In
this case, the electrons have gained so much energy that they are not packed
in the sphere of the lowest momentum states in momentum space. The gas
is no longer degenerate and a normal equation of state which depends on the
temperature needs to be used.

We have deduced the pressure of a degenerate gas using the non-relativistic
expressions for energy. The temperature in the stellar cores are often so high
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that the velocities of the particles are relativistic. Repeating the above de-
ductions using the relativistic expression, we would obtain

h 1/3
p="2 <§> nt/3. (10)

8 \m €

5 Summary

We have seen that if we compress a gas of fermions sufficiently, so that
the degneracy condition (equation 8) is fulfilled, the fermions are packed
together inside a sphere of radius pr in momentum space. All the lowest
energy states of the fermions are occupied up to the Fermi energy Er. This
typically happens when the temperature is very low so that the fermions fall
down to the lowest possible energy states in momentum space. It might also
happen for high temperatures if the density is high enough: In this case there
are so many fermions present within a volume so all fermion states up to Er
are occupied even if the temperature is not particularly low.

A degenerate fermion gas has a degeneracy pressure which is independent
of the temperature of the gas given by equation (9) for a non-relativistic gas
(the particles have non-relativistic velocities) and by equation (10) for a
relativistic gas. This pressure originates from the resistance against being
squeezed further together in real and momentum space and only depends on
the density of the gas. We obtained the expression for the pressure by in-
serting the distribution function for a degenerate gas in the pressure integral
(equation 3). The distribution function for a degenerate gas took on a par-
ticular form: It is a step function being constant for energies below the Fermi
energy and zero above. This was simply a consequence of the Pauli exclusion
principle, one energy state cannot be occupied by two fermions at the same
time. When the quantum states of lowest energy are occupied, the fermions
need to occupy states of higher energy. For a completely degenerate gas, the
Fermi energy Er gives within which energy there is room for all fermions at
a given density.

If the temperature increases sufficiently, the fermions gain enough energy
to occupy states well outside the sphere of radius pr in momentum space.
Then there will be vacant low energy states, the condition of degeneracy is
no longer fulfilled and the gas has become non-degenerate following a normal
temperature-dependent equation of state.
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6 Problems

Problem 1 (2 - 3 hours) In the text we used the pressure integral to find
the pressure of a degenerate electron gas. Study the derivation carefully and
make sure you understand every step before embarking on this exercise.

1. Now we want to find the pressure in a “normal” ideal gas which follows
the Maxwell-Boltzmann distribution function. Find the expression for
the Maxwell-Boltzmann distribution function and use this in the pres-
sure integral. Assume non-relativistic velocities. Remember also that
the distribution function n(p) used in the pressure integral needs to be
normalized such that o

/0 n(p)dp = n,

where n is the number density of particles per real space volume. You
now have all the information you need to find the pressure of a gas
following Maxwell-Boltzmann statistics so your task is simply: find P
as a function of n and 7. These integrals might be useful:

/Ooxg/Qe_xdx = —3\/7?
0 4

/Ooxl/Ze_xdx = ﬁ
0 2

The answer you find for P should be familiar to you.

2. Now we will test the expression by making a computer simulation. We
will now simulate a box of size 10cmx10cmx 10cm.

(a) We will fill the box with hydrogen atoms with a temperature of
T = 6000K and compute the pressure that they exert on the walls
of the box. We will put 10 millions particles in the box. You first
need to make an array with the (z,y, z) position of each of the
particles and another array with the (v,,v,,v,) velocities of each
of the particles. In order to find the velocities of the atoms, use
the same algorithm that you used in problem 1 in the chapter
on nuclear reactions to draw random velocities from a Maxwell-
Boltzmann distribution. The position of the particles in the box
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is also random, but random with a uniform distribution which
means that there is an equal probability of finding an atom at any
position in the box. Use the function random.uniform in each
direction to find a random position of the particles. Then choose
one of the walls of the box and find out which particles will hit
this wall within a time At = 107%s in the future, as well as how
many particles hit the wall a time At in the past. For each of
these particles calculate the force they exert on the wall and sum
up these forces to calculate the pressure.

(b) Now increase the temperaure of the gas, first to ' = 50000K, T' =
15 x 10°K and finally T' = 10° K. For each of these temperaures,
calculate the pressure on a wall of the box.

(c) Use the analytical expression you obtained for the pressure as a
function of density and temperaure (you need to calculate the den-
sity of the gas in your box) and make a plot: Plot this analytical
function P as a function of temperaure T from 7" = 6000K to
T = 10°K in a log-log plot. In the same plot, plot 4 points: the 4
values for the pressure that you obtained in the simulation above.
Does the analyical expression match the simulated values well? If
there are any discrepancies can you imagine why? How could you
improve the precision?

Problem 2 (1 - 2 hours) In the text we found the condition for a gas
to be degenerate in terms of the temperature T' of the gas and the number
density n. of electrons (number of electrons per volume). We will now try to
rewrite this expression into a condition on the mass density p of the gas.

1. Assume that the gas is neutral, i.e. that there is an equal number of
protons and electrons. Show that this gives

Zp

Ne =
AmH’

where Z is the average number of protons per nucleus, A is the average
number of nucleons per nucleus, my is the hydrogen mass and p is the
total mass density.

2. Find the expression for the condition for degeneracy in terms of the
total mass density p instead of n..
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3. Find the minimum density a gas with temperature 7' = 10°K must
have in order to be degenerate. A typical atom in the gas has the same
number of protons and neutrons.

4. If you compress the whole Sun into a sphere with radius R and uniform
density until it becomes degenerate, what would be the radius R of the
degenerate compressed Sun (assume the temperature 7= 10°K for the
final stages of the Sun’s life time) ? This is basically what will happen
at the end of the Sun’s life time. Gravitation will compress it until it
becomes a degenerate white dwarf star. A white dwarf star typically
has a radius similar to the radius of the Earth. Does this fit well with
your result?

5. What about Earth? To which radius would you need to press the Earth
in order for it to become degenerate (assume again that the temperature
will reach T' = 10° K when compressing the Earth) ?

Problem 3 (1 - 2 hours) The number density per real space volume
per momentum space volume of particles with momentum p'is given by n(p)
found in the text. In order to find the number density per real space volume
of particles with absolute momentum p we multiplied n(p) with an infinitely
small volume element 47p*dp and obtained n(p)dp. Go back to the text and
make sure that you understand this transition.

1. Now we will try to find the number density per real space volume of
particles with energy E using the non-relativistic formula for energy
E = p?/2m. Start with n(p)dp, make the substitution and show that
you arrive at equation 4 with g(E) looking like equation in 5.

2. In the exercises in the previous lecture, we found that the mean kinetic
energy of a particle in an ideal gas is (3/2)kT. Now we will try to find
the mean kinetic energy in a degenerate gas. First of all, repeat what
you did in the exercise in the previous lecture. Now you will repeat the
same procedure, but use n(F) and E directly,

<E>= /Oo P(E)EdE.
0
You will need to find out how P(F) looks like. The answer is

3
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hint: Assume a very degenerate gas at very high density.
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