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1 Experimental tests of Bell’s inequalities

1.1 Generation of entangled pairs

How do we generate entangled pairs of photons? There are as far as I know two ways that have been
used in practice: Atomic cascades and parametric downconversion in nonlinear crystals. The first was
used in the initial experiments, while the latter is used in all modern experiments.

Atomic cascades The principle of this is quite simple: An atom, ususally calcium, that has a very
short lived excited state is excited to a state with higher energy than this state. The atom will then
after some time spontaneously decay to the short lived state, emitting one photon. It will stay in the
short lived state only for a short time, and then emit a second photon. Because the angular momentum
of the electron changes by +1 in an electric dipole transition, and if one chooses the initial and final
states to have the same angular momentum, the polarizations of the tho photons must be correlated.

Parametric downconversion This is a process which takes place in nonlinear crystals. By this,
we mean a material where the polarization is not a linear function of the applied electric field. In
principle, this is the case for all crystals, but only some have strong nonlinearity so that the effect
is not too small. Examples are beta barium borate (BBO) or potassium titanyl phosphate (KTP). In
general, the polarization of a material in the presence of an applied electric field E is (for simplicity
we write the equations for an isotropic material, even if the usual materials used inexperiments are
birefringent)
P=exVE +exPE?+ ...

where x() is the usual linear electric susceptibility, while y(?) describes the lowest order nonlinearity.
This gives the displacement vector

D =eFE + P = €¢E + egx? E?

where € = (1 + x(l))eo. The energy (Hamiltonian) is

1
H= 2/d3rD-E = ;/d3rE2+ 620/d3rx(2)E3

The second term gives the nonlinear interaction in the crystal. We know that the electric field is given

by the expression
E(r,t) = ZZ \/geka [akaei(krfwt) _ azaefi(krfwt)} '
ka
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This means that 3 will contain a term proportional to dka&L,a,dz,,a,, which means that one photon is
annihilated and two are created. That is, one photon is split in two. A more detailed analysis is needed
to determine the relations between the energies and polarizations of the two photons, and they will
depend on the specific crystal and direction of propagation of the photons. In general, the two photons
are entangled, and by choosing the proper direction and polarization of the incoming and outgoing
beams one can control the exact state.

1.2 CHSH inequality

In the lecture notes, section 2.3.2, there is a discussion of one form of Bell inequality. Here we present
a different form, the CHSH inequality.'

We consider two spin—% particles propagating in opposite directions and reaching detectors A and
B. Both detectors can be oriented to measure spin along any axis we choose, but we need only two
different for each detector. We call them a and a’ for A and b and b’ for B. In a local realistic theory we
would have two functions A(a, A) and B(b, \) both with value either +1 or —1 depending on whether
the spin is parallell or antiparallell to the given axis. Here A represents any set of hidden variables
which is needed to fully specify the state in addition to the usual quantum state. These functions give
in a fully deterministic way the outcome of the experiment with a given direction of the measurement
axis and given values of the hidden variables. Consider now the quantity

S(A) = A(a, \)[B(b,\) + B(t/,\)] + A(a’, \)[B(b,\) — B(V/, \)].

For given values of b, b’ and A\, we must have that B(b, \) and B(b', A) either have the same or opposite
signs. This means that one of the square brackets is 0 and the other =1. S()) can then only take the
values +2. The average

(SO = / IAp(N)S(N)

must then satisfy

—2<(S(\) <2.
We also need the maximal quantum value for S. Take the state

1

1Y) = —= (1) = [11)

S
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and the observables '
A:o’a:a~0':< Q, ax_Z(Zy>

Qg + 10y —a,

where a = (ag,ay,a.) is the unit vector giving the direction of spin measurement, and we have
similar expressions for the other observables. We then have

N — DN -

(V)0 ® op|t0) = = [(1) |00 ® o3| 1) = (1 |00 @ 0] 11) — (11 |00 ® 00| 1) + (U1 |00 @ 03] 11)]

[a(=b2) — (az — tay)(by +iby) — (ag + iay)(by — iby) + (—a.)b.] = —a-b.

'After I. F. Clauser, M. A. Horne, A. Shimony, and B. A. Holt, Phys. Rev. Lett. 23, 880 (1969).



Therefore we get

(S)=(0a®@0p+0,@0y + 0w @0y —0y ®0oy) =—a-b—a-b' —a’-b+a' b

If we choose the axes all to be in the same plane according to this scheme

y a
a
b
we see that / / | o )
a-b:a-b:a-b:—\ﬁ, a-bzﬁ.
This gives

(S)y =2v2>2
One can show that this is the maximal value one can get for any state and observables.
1.3 First experiments

The first experiments that conclusively showed a violation of Bell’s inequalities were by Aspect in
1981.%2 The source of entangled pairs of photons was an atomic cascade using calcium atoms, and the
detectors were placed at a maximal distance of 6 m on opposite sides of the source.
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FIG,. 2. Bchematic diagram of apparatus and elec-
ronica. The laser beams are focused onto the atomic
eam perpendicular to the figure. Feedback loops from
he fluorescence signal control the kryplon laser power
nd the dve-laser wavelength. The output of diserimi-
ators feed counters (not shown) and coincidence cir-
uits. The multichannel analyzer (MCA) displays the
ime=delay spectrum.

ZA. Aspect et al., Phys. Rev. Lett. 47, 460 (1981). Similar experiments were performed earlier (see Stuart J. Freedman

and John F. Clauser, Phys. Rev. Lett. 28, 938 (1972)) but with much smaller detection rates and therefore much less
statistics.



The detectors are not able to measure the polarization of each photon. Insetad, detectors that are
insensitive to polarization are used, and polarizers are put in front of the detectors. This means that
one can not directly measure correlation functions, since we only get coincidence detection if both
photons are polarized along the direction specified by their polarizers. To account for this, one has to
rewrite the CHSH inequality in terms of directly observable quantitites, to get

—1 < [R(a,b) + R(a,b’) + R(a’,b) — R(a’,b’) — Ry(a’) — Ra(b)] /Ry <0 (1)

where R(a,b) is the rate of coincidences with polarizer A in orientation a, and polarizer B in orien-
tation b, R;(a’) is the coincidence rate with polarizer B removed and polarizer A in orientation a’,
(and similarly for Rs(b)), and Ry, is the coincidence rate with the two polarizers removed. The result
of the experiment was Sz, = 0.126 £ 0.014 violating inequality (1) by 9 standard deviations.

1.4 Loopholes

There were at least two serious concerns regarding the early experiments. These are usually expressed
in terms of loopholes: Ways in which the experiments can show violation of Bell’s inequalities while
they still may not be really violated.

Locality loophole

The locality requirement in the derivation of Bell’s inequality [Lecture notes Section 2.3.2] includes
the assumption that the probability distribution p(\) for the hidden variable ) is independent of the
settings of the two polarizers. But if somehow the process that creates the entangled pairs is affected
by the setings of the polarizers that are going to select which measurement we will perform. Then
the process creating the photon pair can make pairs with different polarizations depending on the
settings of the polarizers, and one can violate Bells inequalities even in a classical thory. The way to
close this loophole is to have the direction of the polarizers undecided at the time of creation of the
photons (or at least the creation event should be outside of the future lightcones of the events were
the polarizers are set).

Detection loophole

The photon detectors are far from perfect, detecting maybe 20% of the photons. If the efficiency
of the detectors depends on the hidden variables, one can violate Bell’s inequality in local hidden
variable models. To close this loophole directly on photons, one would have to have better detectors,
so that the probablity of misdetection (not detecting a photon present or detecting one that is not
present) is sufficiently small. Alternatively, one can create a pair of entangled particles of some other
type than photons, where detectors are already good. It is this latter option that is chosen in practice,
as we will discuss below.

Both of these may seem paraniod, in the sense that it seems very likely that they are not going to really
affect the experiments. In particular, it seems difficult to understand how the settings of the polarizers
can affect the process creating the entangled pairs, even if the polarizers are set before the photons
are created. I have no idea which physical mechanism should be responsible for this process. But
as matters of principle, they still are valid objections, and since one is trying to test the fundamental
limitations of any classical theory, it is worth to try to close all loopholes.



1.5 Delayed choice experiments

Closing the locality loophole often goes under the name of delayed choice experiments, because one
does not decide the settings of the polarizers until after the photons are created. Since the speed of
light is large, one has to be very fast unless one can have a large distance between the two detectors.

The first delayed choice experiments were performed in 19823, and were not very much more
convincing than the original experiment. We include a discussion here only to show the ingenuity
of experimentalists in designing the switching of the polarizers in the very short time available. The
distance from the source to the detectors was about 6 m, giving a time of about 20 ns for a light
signal to propagate from the polarizer in front of the detecto to the source. There is no way to rotate a
physical polarizer in this time, so instead they used two detectors with independent polarizers in front.
This means that one can change the polarization by deciding which detector the light is sent to. To
do this very fast, they had a water bath with transducers (a type of loudspeaker) on both ends. These
created a standing ultrasound wave with a frequency of about 25 MHz in the water. This means that at
a certain phase of the acoustic wave, the amplitude of density variations in the water is zero. The light
is then passing the water unaffected. A quarter of a period later, the density variation is maximal, and
this will scatter the light. Since the density variation is periodic in space, it acts as a grating, Bragg
reflecting the incoming light if it is incident at the proper angle.
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FIG. 3. Optical switch. The incident light is switched
at a frequency around 50 MHz by diffraction at the
Bragg angle on an ultrasonic standing wave. The inten-
sities of the transmitted and deflected beams as a func-
tion of time have been measured with the actual source.
The fraction of light directed towards other diffraction
orders is negligible.

In this way, the detector that the light hits is switched at twice the acoustic frequency, about every
10 ns. The results were the same as without this elaborate switching device, and in full agreement
with quantum mechanics, and violating the Bell inequality. However, in terms of closing the locality
loophole, it is not fully convincing. As they write

The new feature of this experiment is that we change the settings of the polarizers, at
a rate greater than ¢/L. The ideal scheme has not been completed since the change is
not truly random, but rather quasiperiodic. Nevertheless, the two switches on the two
sides are driven by different generators at different frequencies. It is then very natural to
assume that they function in an uncorrelated way.

3A. Aspect, J. Dalibard and G. Roger, Phys. Rev. Lett. 49, 1804 (1982).



So in principle, both the process creating the entangled pairs and the detector on the other side of the
setup could “know” the settings of both the polarizers on one side, as well as the state of the switch,
since this can be predicted from the fact that it is periodic. It would be really strange if information,
encoded in some hard to imagine phyical signal, could be influencing the detectors and the photon
source in just the right way.

Still, to be conclusive, the setings of the polarizers should be really random. How can this be
achieved? Using a quantum random generator, of course! * This is implemented by a weak light
source, emitting a stream of well-spaced photons. Each photon is directed to a 50/50 beamsplitter,
and is either reflected or transmitted with equal probabilities. A detector is placed in each output of
the beamsplitter, and a detection in one gives the random bit “0”, while a detection in the other gives
“1”. Thus, the outcomes are random to the degree that a quantum system collapses randomly to one
of the eigenstates in a measurement.

Detectors .

Polarizer Electro-Optic
2 = ___Modulator
{ Interference \ ‘
1 Filt
; Hers Logic ]/-" From Source

- V_C_i_m_:uns Amplifier

“‘:%
© o
Q >/ Random Number
G ~/i Generator

Vv 0 Time-Tags

FIG. 2. One of the two observer stations. A random num-
ber generator is driving the electro-optic modulator. Silicon
avalanche photodiodes are used as detectors. A “time tag” is
stored for each detected photon together with the corresponding
random number “0” or “1” and the code for the detector “+”
or “—" corresponding to the two outputs of the polarizer.

The switching of the beam into one or the other detector is now achieved by an electro-optic modulator,
which is a device that rotates the polarization of the photon if a voltage is applied to it. A polarizing
beamsplitter then sends the photon to one or the other detector depending on the polarization of the
photon. It can change its rate in a time of about 30 ns. To get sufficient time for this and the detectors
to fire, the distance from the source to either detector was about 200 m, giving a time of about 1.3
ws for light to cross from one detector to the other. The photons were sent though optical fibres, to
minimize loss of photons (by absorption or scattering) on the way. As is seen in the following figure,
they were well within the constrints of locality, thus conclusively closing the locality loophole.

4Glregor Weihs, Thomas Jennewein, Christoph Simon, Harald Weinfurter, and Anton Zeilinger, Phys. Rev. Lett. 81,
5039 (1998).
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FIG. 1. Spacetime diagram of our Bell experiment. Selecting
a random analyzer direction, setting the analyzer, and finally
detecting a photon constitute the measurement process. This
process on Alice’s side must fully lie inside the shaded region
which is invisible to Bob’s during his own measurement. For
our setup this means that the decision about the setting has
to be made after point “X” if the corresponding photons are
detected at spacetime points “Y” and “Z”, respectively. In our
experiment the measurement process (indicated by a short black
bar) including the choice of a random number took less than
only one-tenth of the maximum allowed time. The vertical
parts of the kinked photon world lines emerging from the
source represent the fiber coils at the source location, which
are obviously irrelevant to the locality argument.

To further ensure that no unwanted communication was possible, they independently registered all
events with timestamps provided by local clocks and only looked for coincidences (one photon de-
tected at each end at the same time, thus being one entangled pair) afterwards. Previous experiments
took the signals from each detector to a common coincidence detector, and one could worry that this
allowed for some type of influece of one detector in the measurements of the other. The results were
still perfectly in agreement with quantum mechanics, and violating Bell’s inequality.

1.6 Entangled ions

To improve the efficiency of photon detectors sufficiently is not realistic at present. Therefore one must
work with some other system than photons, where detection of the state is more certain. However,
creating an entangled pair of anything else, and transporting the away from each other to sufficient
distance so that one can measure their state faster than any signal can go from one to the other is
equally difficult (or more). Decoherence from interactions with the environment will eat away all
the entanglement logn before they are far enough apart. The trick is to use photons to transport
the entanglement to two sufficiently separated places, transfer the entanglement to trapped ions (this
process is called entanglement swapping, and we will discuss the principle of this in section 4, and
then measure the ion state. The efficiency in the detection of the ionic state is quite good, and sufficient
to close the detection loophole.

As far as I know, the first such experiments were by Rowe > using Beryllium ions. However, the

SM. A. Rowe et al., Nature 409, 791 (2001)



two ions were still in the same trap, and not very far from each other. Better were the experiments®
where two separate traps were used, but the distance was still only about 1 m, and while the detection
loophole was closed, the locality loophole was definitely not.

1.7 Loophole free Bell test

The first experiments to close all loopholes were made in 20157, This experiment is using a special
defect, a Nitrogen-Vacancy (NV) centre in diamond instead of ions to be prepared in a Bell state.
Photons are exchanged and entanglement is swapped to the NV centres. Then the state of each NV
centre is measured, and the efficiency of the detectors is about 92%, sufficient to close the detection
loophole. The distance between the two detectors was about 1.3 km, giving sufficient time to perform
the basis selection and measurement in time to also close the locality loophole.

x=-lor+1 Yes/no

,,,,,,,,,,,,,,,,,,,
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The result was that S = 2.42, for the first time confirming violation of Bel’s inequality with all
Loopholes closed.

1.8 Can vi use entanglement to send information?

The simplest quantum interpretation of the EPR experiment is that the measurement of one of the
particles collapses the wavefunction for the pair, so that the other particle instantly changes its state.
The appearance of the correlations violating Bell’s inequality is then not surprising, as the outcome
of the measurement on the first particle directly influences the state of the other particle before it
is measured. This is often described as “quantum nonlocality”, but this notion should be used with
caution because it is quite different from the classical nonlocality that would violate teh assumptions
behind Bell’s inequality. If we believe that there is a real, physical change in the wavefunction of a
distant particle when we make a measurement on the entangled partner, we could worry that there is
a transfer of information fater than the speed of light, which would be backward in time in certain
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"Loophole-free Bell inequality violation using electron spins separated by 1.3 kilometres B. Hensen et al., Nature 526,
682 (2015).



reference frames. However, we can show that the change in the wavefunction is of a special form that
does not allow any information to be transmitted.

Consider the quantum state of two spatially separated particles, A and B. We know that the state
can be written in the Schmidt-decomposed form

) = dulna) ® |np)

where [n4) and |np) are orthonormal states in their respective Hilbert spaces. The density matrix of
both particles is then

p =)W= dydnnanp)(nans|

n,m

and the reduced density matrix of particle A is

pa=Tenp =Y ldnfna) (4]
n
We could send information from B to A if we make an operation on B that changes the reduced density
matrix of A. We will prove that this is impossible.
What can we do to particle B? Either, we apply a unitary transformation of the state of particle B,
or we measure some observable on B.

1.9 Non-locality or non-realism?

What are we concluding by the experimental violation of Bell’s inequality? All agree that it means
that it is not possible to construct any local realistic theory in the form assumed by Bell that will
explain the experiments. This in itself is rather remarkable: We can rule out a whole class of possible
theories by this one experiment. However, Bell’s argument is not concerned with quantum mechanics,
and therefore we can logically not draw any conclusions about quantum mechanics from the exper-
ments. This is probably why the opinions are divided about what these experiments imply for our
understanding of quantum mechanics.

At present, I do not have any clear opinion, and we limit ourselves to a few quotes, illustrating
different positions. As it is clear that one can not have a local realistic model, one can wonder if
quantum mechanics is non-local or non-realistic, or both. Many find that the simplest is to accept
that nature is non-local, as long as this non-locality does not imply the possibility of transmitting
information

Let me finish on a personal note. For me, quantum nonlocality is an established fact.
Yet, it remains mysterious: how does Nature organize its book-keeping to know which
measurements should produce nonlocal correlations? Is Nature using an enormously-
monstrously-vast Hilbert space to keep track of which physical systems (particles or
modes) are entangled? For me this question, like the quantum measurement question,
is a real physics question: some day Science will have something meaningful to say
about both of these questions.

8N. Gisin, Foundations of Physics, 42, 80 (2012).



We are led, then, to distinguish two types of influence: the “causal” variety, which pro-
duce actual changes in some physical property of the receiver, detectable by measure-
ments on that subsystem alone, and an “ethereal” kind, which do not transmit energy or
information, and for which the only evidence is a correlation in the data taken on the two
separate subsystems — a correlation which by its nature cannot be detected by examining
either list alone. Causal influences cannot propagate faster than light, but there is no com-
pelling reason why ethereal ones should not. The influences associated with the collapse
of the wave function are of the latter type, and the fact that they “travel” faster than light
may be surprising, but it is not, after all, catastrophic.’

The issue of realism is more involved than locality, and we quote this warning at the beginning of
a review article on scientific realism '°

It is perhaps only a slight exaggeration to say that scientific realism is characterized dif-
ferently by every author who discusses it, and this presents a challenge to anyone hoping
to learn what it is.

2 Interaction free measurements

In the lecture notes, section 3.1, there is a discussion of the interaction free measurements of Elitzur
and Vaidman. The conclusion was that it is possible to detect the presence of an object without any
photon ever interacting with it. Just the possibility of such interaction was sufficient. But it was
not always successful. Here we find the success rate and see how to improve it in several ways and
determine the optimal success rate.

2.1 The success rate in the original version

In the original version as discussed in the lecture notes, the photon is always detected in detector A if
there is no object in the lower arm of the interferometer. If there is an object, we have that the state
evolves according to

1

) —2(0) i

0) = ——0)+i—— 1)+ —[lost) — ———[0)+— 10} —i]1)+— = fos)

1) — |lost
v2i V2 f V2 V2l VR V2
where |lost) indicates that the photon is absorbed by the object, and no detection occurs. This means
that the probabilities of the different outcomes are

1 1 1
A: 1 B:Z No detection: 3
Only if we get the photon in detector B can we tell that the object is there and that the photon did
not interact with it. So the probability that we succeed with detecting the object without interaction is
only %.

David J. Griffiths, Introduction to quantum mechanics
19Stanford Encyclopedia of Philosphy, https://plato.stanford.edu/entries/scientific-realism/
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2.2 First improvement: Repeated trials

We can immediately improve on the probability of success by noting that if we get outcome A, the
measurement is inconclusive, but no interaction took place. We can then repeat the experiment with
a new photon and have another chance. If this still gives A, we repeat again until B or no detection.
The total probability of success is

R RS S|
Py T T T3
2.3 Second improvement: Optimized mirrors

Above, we have used a symmetric beam splitter that has the same probability for transmission and re-
flection. We can also consider spliters that are assymetric, and optimize the reflection and transmission
probabilities. Instead of Eq (3.1) from the lecture notes, we now use for the first beamsplitter

|0) — a|0) + ib|1) 1) — a|1) + ib|0) 2)

with a? + b? = 1. For the second beamsplitter we interchange the coefficients a and b
|0) — b]|0) + iall) 1) — b|1) + ial0) 3)

We will see that the best result is obtained if b > a, so that the first beamsplitter is mostly reflective
while the second is mostly transmittive. The fact that the beamsplitters are complementary to each
other in the sense that a and b are interchanged ensures that we still have all photons detected by
detector A if the box is empty:

|0) = a|0) 4 ib|1) — dall) — b|0) — iab|1) — a®0)1 — b?|0) — iab|1) = —|0)

If the box is full we have the evolution of the state

|0) — al0) +4b|1) — ib|1) + allost) — —b|0) + allost) — —b*|0) — iab|1) + allost)
This gives the probabilities of the different outcomes

A: bt B: a?b? No detection: o>
The probability of success in repeated trials is then

a?b? v?

S 1-bt 1482

In the limit b — 1 we have p — % Large b mens that the first beamsplitter is mostly reflective, so that
the photon most likely will not hit the object. It also means that the probability of getting the result
A is close to one, which means that we have to repeat the experiment before evetually getting B and
concluding that the oject is there without interaction, or having no detection, which means that the
photon reached the object.

p = a®b® + (bHa®b® + (b*)%a®b?* + - -
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2.4 Third improvement: Quantum repeated trials

One can do even better by exploiting quantum interference!!. Instead of really detecting the photon
and collapsing the wavefunction after each trial, one can send the outcome into a second identical
interferometer, and then to another and so on. This is illustrated in the figure below, where the darkness
of the lines indicates the probability amplitude at that point.

The number of beamsplitters is NV, and they are identical with the action

|0) — al0) + ib|1) |1) — a|l) + ib|0) @
where now |0) represents a photon moving up and |1) one moving down. We choose

. ™ b s
= sin — = —
@= SN COoN

and analyze first the case where there is no object. If we let the state after beamsplitter n be ¢, |0) +
d,,|1) we have that the action of one step in the interferometer is

mirrors beamsplitter
)

cnl0) + dp|1) " — " idy|0) + icy|1 —bey, +iady,)|0) + (iac, — bdy,)|1)

which gives the recurrence relations

Cnt+1 = —bey + tady, dn41 = tac, — bd,

With ¢; = a = sin 5 and d,, = ib = i cos 5} it is not difficult to see that the solution is

.
N dp = (—1)" i cos N

After N beamsplitters we then have cy = (—1) and dx = 0 so a photon injected into the inter-
ferometer will always exit up. To repeat the option of interacting with the object for each beamsplitter,
we need to have not a single object, but one for each step, as illustrated in the following figure (this
seems a bit unrealistic, but it is soon to be fixed).

n
cn = (=1)"sin s

N+1

To get the outcome |1) (photon exiting down) at the end of the chain, we need to have reflection on

all the beamsplitters, so that we never get absorbed by any object. This would indicate the presence

of the object since it is impossible if the object is not there. The probability for this is p = cos?Y -

For large N we can expand this to get

oN Ty 2
2N AN

!""This idea and the real experiment are discussed in Kwiat et al., Phys. Rev. Lett. 74, 4763 (1995).

p = cos +-
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which approaches 1 in the limit N — oco. This means that we succeed in close to all cases if N
is large. It is not easy to imagine successfully building this device with large N since it requires a
long chain of optical elements which would be difficult to align, and also it is not so elegant to have
N objects to be detected and not just one. Fortunately, the whole chain can be collapsed, and one

beamsplitter used repeatedely.
Photon “Bomb”
8 )
o)
2N

R =cos“|—

We use two mirrors and one beamsplitter in the middle, creating two optical cavities coupled by the
beamsplitter. A photon is inserted into the left cavity at time T = 0. For a beam splitter reflectivity
of cos 5}, and in the absence of any absorber, the photon will with certainty be located in the right
cavity at time Ty = N X (round-trip time), due to interference effects. Therefore, a detector inserted
into the left cavity at time 7y would not fire. However, in the presence of an absorber or scatterer in
the right cavity, the photon wave function is continually projected back onto the left cavity. Making
the coupling weaker (i.e. , increasing the reflectivity) and the number N greater, one can reduce the
probability that the photon ever leaves the first cavity when the object is in the second. A detector
inserted into the left cavity will then nearly always fire at time 7. Again, the probability of an
interaction-free measurement can be made arbitrarily close to 1.

2.5 The real experiment

The real experiment was less ambitious, and used only a single pass through an interferometer. The
setup is shown below

A laser beam is passing through a crystal of LilO3, which creates entangled pairs. One photon of
the pair is sent to detector T to confirm that another photon enters the interferometer. The second
phothon is split by a beamsplitter and reflected back using two mirrors. The object whose presence is
to be detected is implemented as a mirror that can be outside of the beam, corresponding to no object,
or in the beam, deflecting the photon. To make an additional check, it is not absorbed but sent to a
detector (marked “Obj”). In the absence of an object, the interferometer is such that all photons are
sent back to the source, and no photons exit in the direction of the detector marked “Dark”™, so this
detector should never detect any photons in the absence of an object. In the presence of the object,
there is no amplitude to return from the lower branch of the interferometer, the destructive interference
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is removed, and photons can reach the “Dark” detector. This shows up as coincidences between the
detectors “T” and “Dark” as was indeed observed.
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3 Quantum cryptography

One of the ways in which one can exploit quantum mechanics in communication is in cryptography,
in particular in distributing cryptographic keys in a secure way. Here we describe the principles of
quantum key distribution and some examples of experiments.

3.1 Secure classical communication: one time pad

One of the simplest ways to construct a classical code is to replace each letter in the alphabet with
another, which is called a substitution cipher. This is easy to code and decode: To code you need a
table of the type a—r, b—m, ..., and to decode you need the reverse table r—a, m—b, ... . These tables
are referred to as the encoding and decoding keys, respectively. Unfortunately, it is also easy to break
this code, at least if you have a reasonably long coded message to study and know the language it is
written in. The point is that some letters are more common than others, so we can guess that a letter
occuring frequently in the coded message is corresponding to one of the frequently occuring letters.
To do even better, one can look at groups of letters or short words, and one will be able to reconstruct
the decoding key, and break the code. It becomes much more difficult to decode if the same key is
not used all the time. This was the principle for example of the famous Enigma system used during
WW2. There, the key was implemented as a series of wheels with contacts for each letter and wires
connecting them. After each letter was encrypted, the wheels were rotated, so that effectively each
letter was encoded using a new key, although according to some pattern that provides some help in an
attept to break the code. However, we get the idea that if we could really use a new key for each letter,
the code could never be broken.

In our digital world, we are happy only to send O and 1, so we replace the alphabet by just those
two symbols. Then there are only two possible keys:

0—0 or 0—1
1—1 1—0

These are conveniently represented by addition mod 2. Adding O gives the first key, adding 1 (mod 2)
gives the second key. This means that if both the encoder and decoder have access to the same random
sequence of bits (with equal probabilities for 0 and 1 and no correlations between any bits), they can
do the following.

Original message Of1|1{0j1|1]0
Random sequence 1{1(0(1]0]1/0
Coded message 1{0(1f1]1]0/0
Same random sequence |1 (1|0 |10 |1|0
Decoded message Of1{1{0fj1|1]0




To encode the message, one adds the random sequence (mod 2). To decode, one adds the same
random sequence again (which is the same as subtracting (mod 2)). As long as the random sequence
is truly random, the encoded message will be equally random, and it is absolutely impossible to
break the code. It is important that there are no patterns in the random sequence. For example is it
tempting to have a sequence of finite length and then start from the beginning again once you reach
the end. This would introduce a pattern that in principle could be discovered and used to break the
code (although in practice it could be extremely difficult if the message is not many times the length
of the random sequence). To make it principally unbreakable, each bit in the random sequence can
be used only once, and it is therefore referred to as a one time pad. The disadvantage of this type of
code is that it requires the sender and receiver to share the random sequence at some time before they
can communicate, either by meeting or sending the information in some way they trust nobody can
intercept.

What if I am in some remote place and run out of random sequence and have some really secret
message for a friend back home? Or I find that I want to send a secret to someone I never met? If we
can somehow generate the same random sequence in two places while at the same time being certain
that nobody, even if they listen to all communication between us, will get any information about the
sequence, we can use this as a one time pad to encode the message. This trick can be performed if
we are able to send and measure particles in well defined quantum states (like electrons with spin of
photons with polarization) as well as classical signals.

3.2 Quantum key distribution

We have two parties A and B that want to establish a common random sequence, which we will call
the key, to be used as a one time pad. A first generates one random sequence of bits to be used as the
key (or at least parts of it will be the key). A also generates an additional random sequence specifying
the basis which she will use to encode the key in a two-level quantum system. If the bit specifying the
basis is 0, she will use the basis of eigenstates of o, which we denote {| 1), | J) }, while if the basis bit
is 1 she will use the basis of eigenstates of o, which we denote {| —), | <)} and which are defined
by
1

V2
The encoding of the key bit is then

=) =

ID+14) Teh=—=0D =11

0— 1|1 0—|—)

If basis bit is 0: 1= |1 If basis bitis 1: 1| <)

For each bit A now prepares a two-level system in the corresponding state and sends it to B. B has
no idea which basis was used to prepare the states, so he can do no better than randomly measuring
according to one of the bases for each particle that arrives. When B uses the same basis for measure-
ment as A used for preparation, the result of the masurement is perfectly determined, and agrees with
the state that A pepared. In the cases where different bases are used, the result is random and there is
no correlation between that prepared state and the result. Both A and B now send their random bases
to each other using any type of classical communication. This can be done without any encryption,
it does not matter if anyone gets to know this information. The cases where the bases are different
are useless and discarded, but for those with a common basis we are guranteed that B knows the
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corresponding bit in A’s random key. The process is exemplified in the following table:

A random key 1 0 1 1 0 1 0
A random basis | 0 0 1 0 1 0 1
A state DD D =0 =)
B random basis | 0 1 1 0 0 0 1
B measures | = | « J J —
Bits that we use | 1 — 1 1 — 1 0

What happens if somebody tries to evesdrop and listen to the communication, quantum or classical? It
is clear that the information on the basis for A and B, communicated on the open classical channel does
not provide any information on the key, and is therefore useless to intercept. What about intercepting
the quantum channel? We will not provide a full proof of the security of the protocol'?, but illustrate
what happens in an example. One possible way to gain information from the quantum channel is if
the evesdropper (E) measures the particles. It is clear that the state is affected by the measurement,
and we assume in this example that E will pass on the state after the measurement (which is now the
eigenstate corresponding to the measurement outcome). Since experiments are (almost?) exclusively
using photons, these are absorbed during detection, and E will instead resend the state corresponding
to the measured result. This type of attempt to steal the information is therefore known as measure
and resend attack. At the time of the exchange of quantum information, E has no idea about the basis
that is used by A or B for that particle, this is only given by classical communication later. So E can do
no better than randomly chossing a basis for the measurement. We only have to consider those cases
were the basis of A and B are the same, since these are the only that are going to be used. Sometimes
E will measure in same basis as the one used by A and B, in which case the state will not be modified,
and E gets the information about the key at that bit. E can then decode that bit if she intercepts the
coded message. If E uses a basis different from A, the state will be modified, and the result of the
measurement will not be correlated with the actual value A has for that bit. The fact that the state is
changed also means that B may not get the same value as A for the key at that point. In the example
below, we have not specified what happens when A and B do not use the same basis, as these bits are
discarded anyway. We have marked with circles those places where the keys for E or B are different
from the one of A.

Bit number 1 2 3 4 5 6 7
A random key 1 0 1 1 0 1 0
A random basis | 0 0 1 0 1 0 1
A state (DD D =210 (=)
E random basis | 0 0 0 1 1 1 0
E measures 1 - T — — — 4
Key that E gets | 1 — @ 1 — 1 @
EsendstoB | |})| — | [1) [[<)]| — |[[<) ][
B random basis | 0 1 1 0 0 0 1
B measures 4 — @ + — @ —
Key that B gets | 1 — @ 1 — @ 0

In this example we see several possible outcomes:

12See Nielsen and Chuang, Quantum Computation and Quantum Information
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1. All can use the same basis, and then also get the same result (Bit 1).

2. E uses the wrong basis, and E and B get the wrong key (Bit 3).

3. E uses the wrong basis, but E and B still get the right key (Bit 4).

4. E uses the wrong basis, and E gets the right key while B gets the wrong key (Bit 6).
5. E uses the wrong basis, and E gets the wrong key while B gets the right key (Bit 7).

The point is that the interference by E results in a certain chance that B will not get the right key, and
this can be used to detect the presence of E. Before using this key, A and B will validate by comparing
a certain number of bits randomly choosen. The probability that a given bit will give a wrong key to
Bis % since there is a chance % that E uses the wrong basis and then a chance % that B will get the
wrong result. The probability that comparing one specific bit at random will reveal E is then %. If they
compare n bits, the probability that they detect E is p,, = 1 — (%) which becomes very small for not
so large n. For example pigg = 3,2 - 10713, As we will see below, one can experimentally generate
100 bits in less than a second even over long distances, so only a small fraction of the bits need to be
tested in order to ensure virtual certainty about the non-presence of any evesdropper. This picture is
complicated by the fact that there will be naturally occuring noise or detector errors, which gives a
certain background rate of erroneous key transfers.

4 Entanglement swapping

4.1 Principle

Entanglement is normally a consequence of interaction. If two particles, which initially are in a
product state, interact, the final state will generally be entangled. But can we create entaglement
between two particles which never have interacted with each other?

Imagine A and B are far from each other and has two TLS each, call them A;, Ay, B; and Bs.
We want A; and B to end in an entangled state. We let both parties entangle their pair of particles so
that they are in the states

a) = jﬁu tarbas) — [ b))
[ws) = %u o) — | Lmts))

The total state is

’¢> = |¢A>®’¢B> = %[’ TA1T31>®‘ \LA2~LB2>_’ TA1\L31>®‘ \LAQTBQ>_’ ¢A1T31>®‘ TA2\LBQ>+’ \LAI\J/B1>®‘ TA2TBQ>

Were we have just rearranged the grouping of the particles, but not changed the state in an y way. We
now rewrite this state in the Bell basis as defined in Eq. (3.12) in the lecture notes to get

|’9Z}> = |¢+>A1B1®|¢+>A232_|¢_>A1Bl®|¢_>A232_|¢+>A1Bl®|¢+>A232+|w_>14131®|¢_>A2B2

N |
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So far we just rewrote the state. Now, let A and B send their particles As and By to some common
point where they are measured in the Bell basis. The state of A, and By then collapses to one of the
four Bell states and due to the structure of the state |v), the particles A and By are left in the same
state. So we start from A; and A5 entangled and By and B> entangled. After the measurement, A
and By are entangled and A, and Bs are entangled. A; and B; end in an entangled state without ever
having interacted with each other.

5 Quantum computing

5.1 Shor factorization algorithm

The discovery by Peter Shor (in 1994) of the quantum algorithm for factorizing integers was the first
example of an interesting problem where an efficient quantum algoritm was found. We will not go
into the full details of the algoritm, only sketch the main ideas and point out some of the properties.

Let N be the number that we want to factorize, and L the number of binary digits. If z is any
number, we call the smallest number 7 such that z” = 1 (mod N) the or der of x. We use two facts
from number theory:

1. If22 =1 (mod N) and x # +1 (mod N) either ged(z — 1, N) or ged(x + 1, N) is a factor
in V. There is also an efficient classical algorithm to find it (using of the order L? operation).

2. If N = pi* - p%m with p; different primes and x is choosen randomly between 1 and N — 1
and 7 is the order of z then the probability that 7 is even and z'/2 % —1 (mod N) is greater
than 1 — 1/2™. This gives a nontrivial solution y = /2 with > = 1 (mod N).

5.1.1 The quantum Fourier transformation

We have a vector of N elements (xg,x1,...,2nx—1). The discrete Fourier transformation of this is
defined as

1 N—
_ 27rzgk:/N
Y =
TN

We can encode the initial vector in a quantum state of n qubits (we assume for simplicity that N = 2"
is a power of 2) as

P) = ijm

where

17) = ldd2 - Jn) = 1) @ j2) @ -~ @ |jn)
with jijo - - - j, the binary digits of j. We define the unitary transformation Ugpr for the quantum
Fourier transformation by the action on each of the basis states

1 N-1
627”Jk/N‘k

Ugrrlj) = Nii
k=0



Then we see that

Ugrrld) = yklk)-
J

We can get better understanding if we examine the action of Ug g7 on each of the qubits by rewiting
(k =kiks - -k, = Zl k27t where = kqks - - - k,, are the binary digits of k)

1 N-1 N
k=0

1 1 n
B o

k1=0 kn=0 l=1

1

I=1 | k=0
1 & o1
=72 X [|0> T |1>} '
=1

Since j = jijo - - - jn and dividing by 2! in binary notation is just a shift of the decimal point by I
places, we have that in binary digits j27' = j1j2 - jn—i.jn—i—+ - - - jn. The integral part is irrelevant

since e2™J1J2-Jn—t = 1, which gives the QFT in the following form
UQFT|J> = on/2 (|0> + 627”0'3"|1>) (|0> + 627”0-]n—ljn|1>) (|0> + 2mi0-41 ]n’l>) . 5)

We observe that the state is a product state, that is, it is not entangled. This gives hope that it can
be realized by operations on single qubits, controlled by the state of the others (since the phases
e?™0-3iJn depend on the other qubits). We will show that the following quantum circuit will do the
QFT

1) Ry| -+ [Ra] L (0} + 2053 1))
1J2) @—{ Ry ‘ ’ Rp1 } 75 (10) + €202 n 1))
173) .

|Jn—1) H % (10) + e27i0-dn-13n 1))
|jn) ® ® @ % (‘0> + ezmo.jn‘l»

Here the single qubit operator

1 0
Ry, = <0 e27ri/2k>
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and these operations are controlled by the state of another qubit. Tha means that they are executed if
the control qubit is in state |1) while nothing is done if the state of the control qubit is in state |0). Let
us follow the state of the first qubit

1
V2

since e2™0J1 = ™1 s 1 if j; = 0 and —1if j; = 1. The controlled Ry gate gives the state

1) B —= (10) + 2™091|1))

L (‘0> + €2m‘0.j1j2“>) )

V2

Each successive R;, gate adds a similar phase factor, so that the final state is

L (o) + 2mivizin|1y)

V2

The action on the rest of the qubits is similar, and the final state is exactly the same as in Eq. (5),
except that the order of the qubits is reversed. If we measure the state at this point, we can just read
the result in the reverse order. If we are continuing the calculation, we cah reverse the order by a
number of SWAP gates (intercahnging the state of two qubits).

The number of gates thatis neededis 1+24-3+---+n = %n(n +1). That is, the number of gates
increases as n°. This is assuming that we can efficiently do the controlled Ry, gates. We know that all
two qubit gates can be decomposed in single qubit gates and CNOT. The Fast Fourier Transformation
(FFT), which is the most efficient classical algorithm, needs of teh order n2" operations, so the quan-
tum algoritm is much more efficient for large n. However, it is not generally useful in the same way as
the classical FFT. Imagine for example that we have a measured time series with N = 2" points and
want to calculate the Fourier transform of this, which gives the frequency spectrum of the measured
signal. We can encode this information in the amplitudes of n qubits, but to prepare this state needs
in general at least 2" operations, as this is the number of measured values in our time series. Thus,
the total number of operations can not scale better than 27", similar to the FFT. In addition, we need
to read out the final state, which at best will require 2" operations, as this is the number of values in
the Fourier transform. In reality, it may take even more because of the random nature of the quantum
measurement. The Shor factoring algorithm is efficient because it does not appliy the QFT to a general
state, but to a very specific state that has underlying periodicity and which we can generate efficiently.
In addition, we are not interested in the full Fourier spectrum, but only in the period, which requires
much less information. Because the signal we transform is peroidic, the spectrum will have a very
large amplitude at the corresponding period, and this is exactly the value we are going to measure.

5.2 Simulating quantum problems

The fact that the number of dimensions of the Hilbert space grows exponentially with the size of the
system means that it is not possible to even represent the state of many quantum systems on a classical
computer, and certainly not possible to compute any of its properties. As an illustration, consider a
magnet consisting of a number n of atoms, each with a spin—% and corresponding magnetic moment.
The general state of this system is

2"—1

) =" ¢li)

J=0
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with the 2" complex coefficients c;. Imagine we have a 4 x 4 x 4 array of such atoms, hardly a large
sample, and alsomt certainly too small if we like to imagine we are approaching the thermodynamic
limit and for example finding the critical temperature for the ferromagnet-paramagnet phase transition.
Still, the number of coefficients is 264 = 1.8 - 10'®, which would require of the order a million TB of
computer memory, clearly not feasible. The solution to this is to use a quantum system to represent
the state, that is, use a quantum computer. We have two alternatives:

1. We can use a universal quantum computer, consisting of a number of qubits with the possiblity
to realize a set of universal set of gates. The question is whether we can find an efficient algoritm
to simulate a given sysem Hamiltonian on this computer. The advantage of is that if such a
general algorithm can be implemented, studying a new system just means reprogamming the
computer. The disadvantage is that it likely requires a large number of good (low decoherence)
qubits.

2. Use a quantum system that has Hamlitonian identical to the one that we are interested in simu-
lating. This is called analog quantum simulation. The advantage of this approach is that it may
require smaller resources in terms of the size of the system and the required control operations.
The disadvantage is that it is specific to one special system, and if we want to study a different
system we may have to build a new computer.

In both cases, an important question is how to get useful information out of the computer. In general,
the full state has the exponentially large amount of information stored in the coefficient c;, and we can
not directly neither access this information nor process it in any way. As with all quantum algorithms,
it is important that it can so be arranged that the measurement of the state will give the information
we are interested in directly. We will give some examples of both approaches.

5.3 Digital quantum simulation

5.3.1 Time evolution

We would like to simulate the time evolution of a quantum system. In general, this is difficult and
probably not efficient. But for a special class of Hamiltonians that are sums of terms involving a
limited subspace each, it can be done in a way that does not scale exponentially with system size. We
assume that the Hamiltonian can be written on the form

L
H= ZHk
k=1

where each term Hj, acts on a subspace of at most m dimensions and m is independent of the size L
of the system. Fortunately, this includes most realistic physical systems. Most solid-state systems fall
in this class, for example the 1-dimensional Ising model for a magnet with the Hamiltonian

H = —BZU%—JZUfUﬁFI.
i i

Here of and o} are the usual Pauli matrices for spin ¢, B is the extermal magnetic field and J is a
coupling constant for neighbouring spins. Another example is the Hubbard model (in 1 dimension)

H=—t Z(a;gai-&-l,a + ai,aaj+17g> +U Z N5 41|

1,0 [
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where n; ; = aZT »@i,o 1s the number operator for spin o on site 4.
A little more surprising is that also the motion of a single particle in a potential V' (z) is of this
type. The Hamiltonian is

p?
H=— +V(x).
o + V(x)

The second term is local in the position representation but not the first term.

5.3.2 Finding eigenvalues

One of the main problems in quantum mechanics is determining the eigenvalues of the Hamiltonian.
Here we describe how to do this on a quantum computer.
The general idea is described in the following quantum circuit

0) ——— HE&m FTt

|tbo) U7 |

The upper line represents m qubits that we use to store the eigenvalue. The accuracy with which we
can calculate it increases with increasing m. The lower line represents a number of qubits sufficient
to store a state of the system that is studied. F T represents the inverse Fourier transformation. The
initial state [1)g) of the lower line must have a non-zero inner product with the state we are calculating
the eigenvalue for. We are assuming that we can efficiently prepare this as well as calculate the
controlled U7 operation, controlled by the number j that is stored in the qubit in the upper line. We
show how to do this, writing out the first part of the circuit in more detail by showing each of the m
qubits corresponding to the upper line.

o) — ] ’
T

0) —{H] ?

Yr) ——— v o — o U

To make the evolution of the state through the circuit more transparent, we have assumed that the
system register (lower line) is initially in an exact eigenstate |¢;) of the Hamiltonian. If we let

U = e~ #11, the state [1%},) is also an eigenstate of U. If
Hlyy) = Eg|Yr)
then _ '
Ulr) = e n P yy) = 7%y

where the phase ¢ can be assumed to be between 0 and 1 and have binary digits 0.¢1¢2 - - - ¢p,. Let
us follow the evolution of the one of the qubits from the upper line. Let it be number j 4 1 from the
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bottom, so that it is executing the controlled U? operation. In the following equation, we write the
state of this qubit and the register for the state |1y ), since they are the only ones affected at that step

0)1n) % =000 + 1)l S (0w + 10 o)
1

1
V2 V2

Note the curious fact that even though the qubit controls the U?" operation acting on the state |1y,),
it is the qubit state that is changed while the state |¢;) is not. This means that this state propagates
from one controlled U2’ operation to the next unchanged, and the action on each of the control qubits
is similar, only j changes along the register. This means that the final state is

\)

(10) + 320 [1))[ghy) = —=(|0) + e2TOLa1m 1)) gy ).

1 ; ; 0.6y -
2m/2 (’0> + 627T’LO.¢)m‘1>> <|0> + 62#10.¢m_1¢m‘1>> L (|0> + e27r20.¢>1 ¢>m|1>> )
If we compare this to the result of the quantum Fourier transformation, Eq (5), we see that the ex-
pressions are identical, and applying the inverse Fourier transformation gives a final state that is
|12 - - - dm ). Measuring this we get the phase ¢ from which we find the energy Fj = — @
The number m of qubits determines the accuracy with which the energy is found. If one has a lim-
ited number of qubitsm there is a trick to increase the accuracy by repeated operation. After measuring

the energy once with the available qubits, one subtracts the energy found from the Hamiltonian.

5.3.3 Example: Finding the bond length of H»

As an example of how to use a quantum computer to solve an eigenvalue problem in quantum me-
chanics, we explain how one can find the ground state energy of a hydrogen molecule. In general, any
molecule has the Hamiltonian

Vg, \ Z; ZiZ; 1
H:_ZTM_ZTT_Z\RFM+Z|Ril—}~zj|+2|n_rj|
7 7 1) 1] 3

where R;, M; and Z; are the nuclear positions, masses and charges, r; are the positions of the electrons
and the energy is measured in Hartree, h? / mee2ag, with m, the electron mass and ag the Bohr raduis.
To go from this Hamiltonian to what is actually simulated on the quantum computer is quite involved,
and we will only give an outline'?

1. We make the Born-Oppenheimer approximation, which means that we assume that the electrons
move on a timescale much shorter than that of the nuclei. This means that we can assume the
positions of the nuclei to be fixed parameters, calcuate the electronic energy, and then find the
postions that minimizes the energy.

2. We choose a set of 1-particle wavefunctions (orbitals), ¢;(r). An n-particle wavefunction can
then be expanded in a basis of functions of the type

BIf you want to read more, see O’Malley et al., Scalable Quantum Simulation of Molecular Energies, Phys. Rev. X
6, 031007 (2016) and Seeley et al., The Bravyi-Kitaev transformation for quantum computation of electronic structure, J.
Chem. Phys. 137, 224109 (2012). The first three steps are standard in quantum chemistry, see for example T. Helgaker et
al., Molecular Electronic-Structure Theory.
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Dy (M5 ) = G0y (1) @iy (12) - - @iy, (T0) + Antisymmetrization

where the antisymmetrization must be included since the electrons are Fermions. To simplify
the following equations, we write I = {41, ..., 14, } for the set of indices.

3. We define the anihilation and creation operators for the 1-particle states, so that

T10) =
a;[0) = |:)
For Fermions they have to satisfy the anticommutation relations
{ai,al} =0,

An n-particle state is then
W) = al al --‘ajn|0>

11 12
and the anticommutation of the operators takes care of the antisymmetrization.

As usual, we can represent the Hamiltonian in the given basis, and write (note that the sum is
over all possible index sets)

H =2 (U[HV ) V) (W
1J

For an 1-particle operator like a potential V' (r;) we have

WiV (r)|Vy) = /dﬁ s drndy (1) - 9, (ra) V() @5 (r1) - - 95 ()
If our 1-particle states are orthonormal,
[ roi1650) = 5

the two basis sets I and J can differ on at most one index to get a nonzero matrix element. The
general form of the 1-particle terms in the Hamiltonian is then

HY = Z hpqajoaq
Pq

with

. V, . Zi
hpg = /drqﬁp(r) <—2 - ZZ\RZ- — 7“]) ¢q(T).
Similarly, we find that the 2-particle terms in the Hamiltonian can be written on the form

1
H® = 3 Z hpqmazajlaras

pgqrs
with

Op(r2)Pp(r2)ds(r1)Pr(r2)

|r172]

hpqrs = /dT‘ldT’Q
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We apply these general formulas to a standard set of orbitals used to describe the Hydrogen
molecule. There are two spatial orbitals, each a combination of three Gaussian functions'#. For
each spatial orbital there are two spin orientations, resulting in 4 spin oprbitals. In terms of
these, the Hamiltonian is

HY = hooa(T)ao + hialay + hopabag + h33aga3‘

H® = honoagaialao + h2332a£aga3a2 + h0330a8a§a3a0 + higgraladasay + (hogao — h0202)a8a£a2a0
+ (h1331 — h1313)a1a§a3a1 + h0132(a8a1a3a2 + a;agalao) + h0312(a$a:§ala2 + agaiasao).

with the hy,, and h,q,s determined by the above integrals. They are functions of the bond length

(distance between the two protons).

4. To simulate the Hamiltonian on the quantum computer, we must map the states on the qubits
the Hamiltonian on a corresponding qubit operator. There are several schemes for this. In the
experiments, the Bravyi-Kitaev transformation was used. We need to express the terms in the
Hamiltonian in terms of qubit operator so that the usual commutators for the Pauli matrices fol-
low from the anticommutators of the creation and annihilation operators. There is a systematic
way to do this, (see Seeley et al., The Bravyi-Kitaev transformation for quantum computation
of electronic structure, J. Chem. Phys. 137, 224109 (2012)), the following formulas is one

possibility
1
abao = (1~ of)
1
a];al = —(1 —ojo})
abaz = (1 - of)
agag = —(1 — o30507)
ot 1 z z _z z
apayaiay = Z(ﬂ — o5 — o505+ 07)
P 1

ayasazas = Z(]l — 05 — 03050; + 0307)

Pt 1 S S P S
apaza3ap = Z(ﬂ — 04 — 030301 + 03050103)
aq1G90201 = 4 09 0109 09010

1
agagagag =—(1—-05 —0§+0505)

T T o 1 z _z 2z z =z z _z _z
ajasaza; = —(1 — 030507 — ofo; + 03050().

4

“See Whitfield et al., Simulation of Electronic Structure Hamiltonians Using Quantum Computers, Molecular Physics
109, pages 735 (2011).
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T T 71 1 T T 2z Y.y Yy _z Y z x
UnQ30102 + G5010300 = —(—0505 + 050505 — 0504 + 050105 — 03050

8
Z_ T _zZ T z Yy z Y z Y
+ 03050704 — 030503 + 0305070()

1
abalazag + adalarag = g(afag + o50i0 + oYof + oyoioly + 030500

+ ofo50i0] + 050508 + o5oyoia}).
Using these, the Hamiltonian can be expressed as

H = fol + fi0§ + f20i + f305 + fioiog + fao505 + fs030% + feos0i08 + feoyoiog
(6)
+ fro50iof + fao50505 + f3o050507 + feoio50 00 + feosoloiol + frofo50i06.

(N

where f; are functions of hy, and hpg,s.

We are going to use for the initial state ¢ a product state (the Hartree-Fock solution) of basis
vectors (that is, each qubit starts in an eigenstate of ;). Looking at (6) we can see that for
qubits 1 and 3 the Hamiltonian only has terms with o7. This means that qubits 1 and 3 are
going to remain in the initial eigenstate throughout the whole calculation. We can then replace
them by the inital value, and we do not need these qubits. Thus, we can replace the Hamiltonian
by (renumbering qubit 2 to qubit 1)

H = gol + g10G + 9207 + 930507 + gaopof + gzogoi,
where g; can be expressed in terms of f; and are functions of the bond length.

We are now ready to execute the program on the quantum computer. To reduce the number
of qubits needed, we will use the repeated determination of the energy, as discussed at the end of
Sec. 5.3.2. We use two qubits to represent the state and one qubit to measure the phase (energy), so
three qubits in total. We leave out the detailed description of how to find the exact control pulses to
execute each gate, the figure gives an impression of the number of actual pulses.

Prepare Evolve System, Convert Phase Measure
Hardware Initial State Acquire Phase on Ancilla to Amplitude  bit jk
A | 11 .I'_ ASEES ". '.'. '.'. __l E== J" — &“
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The resulting energy as a function of the bond length is shown below

—— Exact Energy
VQE Experiment |
PEA Experiment

x
%
* Exgx o

05 7.0 15 20 25 3.0
Bond Length R (A)

As we can see, the reuslt of this calculation (labeled PEA) agrees with the exact (calculated by con-
ventional numerics) but the accuracy is not that good. Also shown are the results of a quantum
calculation using the Variational Quantum Eigensolver (VQE), which is a variational method based
on a paramtetrized form of the eigenstate (in this case the unitay coupled cluster anzats). This method
is less demanding in terms of quantum resources, but also limited by the accuracy of the trial wave-
function.

6 Open quantum systems

In many situations, one has a quantum system of interest that one can control and measure but which
is coupled (hopefully not too strongly) to some environment that one can not control or measure.
Often we do not even know the details of the environment, such as its exact Hamiltonian or initial
state. In general, the dynamics of the system will depend on all the details of the environment and
the system-environment coupling. To describe all the details, it is then no other way than to specify
the full model, including the environment degrees of freedom and Hamiltonian and study the full sys-
tem+environment. However, in many cases one can get a very accurate description of the evolution
of the system only in terms of a small number of parameters characterizing the environment. Here we
will derive the Lindblad equation for the evolution of the system state in the presence of an environ-
ment and study the conditions and approximations that underly it. Then, we will study the solution of
this equation for some example systems.

6.1 Derivation of the Lindblad equation

What we want to achieve can be illustrated by the following diagram

Pl0) = ps(0) @ p(0) Unitary evolution p(t) =Up(O)U™!
TI‘E TrE
ps(0) ps(t) = V(t)ps(0)

Dynamical map
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Here pg is the system density matrix, pg is the environment density matrix, and we assume that at
t = 0 they are uncorrelated so that p(0) = ps(0) ® pg(0). The goal is to have an equation describing
the dynamical map V' (¢) (in most cases approximately) that gives the evolution of the system density
matrix without having to follow the evolution of the environment.

The total Hamiltonian has the form

H=Hg+ Hg+ H;=Hy+ H;

where Hg describes the system, Hg the environment and H is the interaction between the system
and the environment which in general will have the form

H =Y Sa®E,
«

where S, are operators acting on the system and E,, operators acting on the environment.
The equation for the time evolution of the total density matrix is

dp(t) i
2 T H
o =, p]
We pass to an interaction picture with the transformation
pl=Utply  Up=e #lht,

The density matrix has the time evolution given by

! i
W — ] 0), prto) ®

with the interaction Hamiltonian in the interaction picture given by

HI = U H Uy = ZehHstS e wHster At o= H Zs
We can formally integrate (8) to get

70 =) -+ [ a0

Note that this is not the same as solving the differential equation, as the unknown function p? (#) still
appears on the right hand side. We can insert this expression back into (8) and find that

dp' (t)
dt

1

h2
We are interested in having an equation for the system density matrix pé = Trgrho' (still in the
interaction picture), so we trace over the environment to get

dpé(t) _ { T HI I 1 d T H HI / T4l

S0 = S TeplH ()" (0)) = o5 [t TeplH @), (1] (1), " () ©)
So far, this is exact and completely general without any assumptions or approximations. We now make
two simplifying assumptions. The first is that at the initial time ¢ = 0, thsystem and environment are
uncorrelated, so that the density matrix is p(0) = ps(0) ® pg(0). This can be because they did not

= L), (0)] - / dt' [H] (t), [H ('), o' (t')]).
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interact prior to t = 0 or if correlations between them are decaying on timescales short compared to
the system dynamics (we will return to this point below). The second assumption is that the initial state
of the environment is in a stationary state with respect to the environment Hamiltonian Hg, which
means that [Hg, pp(0)] = 0. The typical situation is that the environment is in thermal equilibrium
att = 0, so that pp(0) = e P72/ Tre=PHE with 3 = 1/kgT. With these assumptions we can show
that the first term on the right hand side of Eq. (9) can in general be taken to be zero. We have

Trp[HY(t) ZS 0) Trg [Ea Zps t) Trg [pg(0)Eq(t)]
and with a stationary pp(0) the average

<Ea> = TrE [Ea(t)pIE(O)] = TrE [EapIE‘(O)]

is time independent. If this averge is nonzero, we may define new operators E/, = E, — (E,) ans
write the interaction as

HI:ZSQ®E :ZSQ®E‘;+Z<EQ Sa

The last term acts only on the system and can be included in Hg and clearly (E!) = 0.

To proceed, we make the Born approximation which is to assume that the environment is always
in the stationary initial state and remains uncorrelated with the system. This is not true, as there will
be correlations developing due to the interaction (in fact, it is precisely these correlations that cause
the system state to be affected by the environment and which is what we want to use the Lindbled
equation to study). But if the interaction is weak, which means that the correlations grow slowly, and
the environment sufficiently complex so that it decays back to the thermal state quickly, it can be a
good approximation. We can then write

I
dpst(t) = hlz dt' Trg[H] (1), [H ('), p§(t") © pL]]

=—= / dt"> " Trg(Sa(t) ® Ea(t), [Ss(t') @ Es(t)), p§(t') @ pl].
n2Jo T 2

Note that this equation tells us that the change in pé(t) depends on an integral over all the previous
history, pé(t’ ) for all ' < t. We say that it is non-local in time. This is quite natural, since the action
of the system on the environment at time ¢ will cause a change in the environment which acts back
on the system at the later time ¢. With some approximation, we will now see that we can make it local
in time. We define the correlation function of the environment as

Cap(t.t') = Trp [Ea(t)Es(t)pE] |
which for stationary pr depends only on the time difference
Caﬁ(t,t/) =Trg [eiHEtEaeiHEte_iHEt/Eﬁe_iHEt/pE} =Trg [Ea(t — t/)Eﬁ(O)pE] = Caﬁ(t—t/).

In terms of this correlation fuction we can express
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dpg(t)
dt

=13 | @S {Cuplt =) [SaOSHE)05(E) = Sl )ob(1)50(0)
afB
+Caalt' = 1) [ph(E)S5()Sa(t) — Salt)pb(¢)S5(t)]}

The correlation function Cg,, (7) is large for small time differences 7 = ¢ —t’, and decays fast for time
differences larger than a characteristic time which we call the correlation time 7. In the integral over
t’, only ' with t — ¢’ < 7, will give large contributions. We now make the Markov approximation,
which is to replace p5(t') by pL(t) inside the integral. This is justified as long as the relaxation time of
the environment is short compared to the timescale for the change of the state of the system. Changing
the integration variable to 7 we get

o) __ 1 / de{oaﬂ ()S5(t — )b () — Sa(t — 7)ok (£)Sa(t)

+Csa(—7) [p5(t)Sa(t — 7)Sa(t) — Sa(t)ps(t)Sa(t —7)]} . (10)

Since the correlation function decays fast for 7 > 7. the main contribution to the integral comes from
small 7. For t > 7. it does not matter what the upper limit of the integral is, and we can replace it by
infinity without changing the value of the integral significantly. The right hand side of the equation
now depends on p4(t) at the time ¢, so this equation is local in time. The integral over 7 could now
be performed directly if we knew the time dependence in the operators S, (t) We will now show how
to do this with some manipulations and one additional approximation.

We denote the system eigenstates |€), so that

Hsle) = ele)
with projectors II(e) = |e) (e|. We define the operators

Sp(w) = Y T(e)SpII(e")

e—e'=w

and check that they satisfy the following relations

D Spw) =" Z (€)SpII(€ ZH (€)SpTI(€') = S,

[Hs, Sp(w)] = _WSB(W)

and

[HS, S;g (w)] = wS; (w).
This implies that in the interaction picture we have

Sp(w, t) = s Sg(w)e st = e7 @G5 (w).
We therefore get

Sa(t) =) Salw,t) =) e ™ 5, (w)

w w



which we can insert into equation (10) to get

dpst(t) = 3 e [Suw), S)ok(r)] + he. ) an

afww’

where we have defined .

= /0 drCop (T)e_i"”.

In Eq. (11), the terms with w’ # w will be rapidly oscillating, and their effect will average out,
giving small contributions to the time evolution of p{g (t). We will ignore these terms, keeping only
the resonant terms with w’ = w. This is called the rotating wave approximation, and we used it
previously in connection with the Rabi problem in a oscillating field.

We split I',g(w) in real and imaginary parts

Lop(w) =

Pas(©) = 27as(w) +iSas (@)

2
with
Ya5() = Tap(w) + Tis(w),
Sap(@) = 57 (Tape) ~ i),
and get
I
W) L Hy s, b2 3 vaale) (Sa(@)Sh@)okt) + h(1)S(@)S}(e) — 251w (1) ()
afw
Here

HLS—hZSaB ST( )S (w)

afw

is called the Lamb shift Hamiltonian, and it does not contribute to the decay of the state. It represents
a renormalization of the system Hamiltonian due to the interaction with the environment.

The final step is to diagonalize the matrix v,5(w), which menas that we find a unitary matrix
M (w) and diagonal matrix D(w) so that

Yap(W) = Mo (w) Dys(w) Mg (w).

Defining the operators
L(w) = Moy ()5},

and denoting the diagonal elements D, = 7, (w) we get the Lindblad equation

W o i) - 72% ) La(@)p + pLa(@) La(w) — 2La(@)pLa(@)).

Here H = Hg + Hys.
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6.2 Solving the Lindblad equation
The general form of the Lindblad equation is

dp [ 1
B g~ 5 (Ll Lip+ pLiLs — 2LipL])
7

with some set of Lindblad operators, L;. In the following we will solve some illustrative examples.

6.2.1 Two level system at zero temperature

Let the Hamiltonian be

H = —hwo, (12)

We have the basis states

and we assume w > 0 so that |0) is the ground state. There is only one Lindblad operator, L =
|0)(1| = o_, corresponding to the emission of one photon while the TLS goes from the excited to the
ground state (o4 = %(aw +i0y,)). We write the density matrix in the form

(1) o

with the condition pyg = 1 — p; and get the Lindblad equation in matrix form

dp dY_ ., (0 d\ (2 d
dt \d* po) —d* 0 2\ d* —-2p1)°

From this we get the equations

dpr _

dt Yp1

dd . Y
dat (—iw = §)d’

with the solution

It

pi(t) = p1(0)e™ ", d(t) = d(0)e™e 2",

To visualize the evolution of the state, we determine the Bloch-vector

z =2Red = (x(0) coswt — y(0) sinwt) e~ 2"
y=2Imd = (z(0) sinwt + y(0) coswt) e~

z=(2(0) + 1)e " — 1.

[ SN NTS)

t

Two examples of the time evolution of the Bloch vector are shown below. On the left, the initial
state is |1), corresponding to the Bloch vector (0,0, 1). On the right, the initial state has Bloch vector
(1,0,0). In both plots we have used v = 0.1 and w = 1.
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We see that the evolution is a combination of decay to the ground state and precession in the xzy-plane,
resulting in a spiral trajectory. Note that the trajectory is not on the surface of the Bloch sphere, so
the state is not a pure state, except for the initial state and the asyptotic state at ¢ — oo which is the
ground state |0). This we can quantify by showing the entropy as a function of time (for the initial
Bloch vector (1,0, 0) corresponding to the right figure above)

entropy

0.25
0.20
0.15
0.10

0.05

time

6.2.2 Two level system at finite temperature

At a nonzero temperature, the environment will have thermal excitations. To be concrete, we can
think of the environment as the electromagnetic field and it means that we have a thermal rediation
field surrounding the two-level system. Then we can have both emission and absorption processes,
with the corresponding Lindblad operators L1 = o_ and L9 = 0. The Lindblad equation is now

dp i = T+

o= _E[H’ pl — 7(0#7—/? +poyo_ —20_poy) — 7(U—U+P +po_o —204po-)
Here, v_ is the emission rate and v, the absorption rate. These can in principle be determined from
a detailed model of the interaction between the two-level system and the environment. However, we
are satisfied to consdier them as parameters of our theory. We can relate their ratio to the temperature,
T, by the following argument. We know that
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Y4~ N and Y- ~n+1

where n is the phonon number in one mode of the environment (which we consider to be described
by harmonic oscillators) and the proportionality constants are the same in both expressions. We also
know that in thermal equilibrium we have

1

"= B — 1

where 3 = ICE%T and hw is the energy splitting of the two-level system, and therefore also the energy

of the phonons emitted and absorbed. Then we have

v n+1 '
With the Hamiltonian (12) and the density matrix parametrized as (13) we get the Lindblad equation

i P1 d — —iw 0 d _’Y; 2p1 d _’Yi —2p0 d
dt \d* po —d* 0 2 \d* —2p; 2 s 2py)’

From this we get the equations

dp1 B
T S +7+Po = —YP1 + U+
dd . ¥

ar ~ T )d

with v = 4 + «y_. The solution of these equations is
pi(t) = 4 (pr(0) — Th)etd(t) = d(0)ele 3
Y v
In the limit £ — oo we approach a stationary state

d= 07 bo=—, -
v g
We can check that in this stationary state
P1_ 7+ pfhw
bo -

So the two level system will reach thermal equilibrium at the same temperature as the environment.
The trajectory of the Bloch vector is similar to the zero temperature case, except that the final state
now is the thermal equilibrium state (the figure corresponds to a temperature where Shw = 1.6).
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6.2.3 Harmonic oscillator at zero temperature

We consider a harmonic oscillator with Hamiltonian

H = hwa'a.

The eigenstates are |n) with corresponding energies F,, = nhw. As a simple model, we use only one
Lindblad operator L = a, the annihilation operator. This gives the Lindblad equation

dp _ _ﬁ.[H | — Latap + pata — 2apah)

o PCERL B p T paa — aapa
Note that in general we could have one independent Lindblad operator for each transition [n) — |m),
with independent constants ,,. To see the implications of the fact that we use the same rate constant
for all, we consider the equations for the matrix elements p,,, = (m|p|n). Taking the matrix elements
of the Lindblad equation, we have that

(m|[H, pl|n) = prn(Em — En)
(mlafap + pata — 2apalin) = (m+n)pmn —2vVm+1Vn+ 1)pmi1nn

We consider the diagonal elements p,, = pnp,

dpn

g = Pt (n+ 1)ypry1.

The first term represents transitions |[n) — |n — 1) with rate n+y and the second term represents
transitions [n + 1) — |n) with rate (n + 1)y. We see that our assumption that v is the same for all
transitions means that the transition rate is proportional to n, the exitation state of the oscillator. To
see that this can be realistic in a reasonable physical model, we recall the transition rate of diploe
transitions, summed over final photon states, as given in the lecture notes, Eq. (4.101)

wpa = —wiplrpal’

4o
3c?
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where we have assumed that the oscillator is oriented along the z-axis. The matrix element is

h PR
wpa = (BbLA) =\ (nlal +aln+1) ~ Vi

which gives w4 = yn as we have in the Lindblad equation.
We can find how the energy relaxes in this model. If n = (a'a) is the average excitation state of
the oscillator, we have

dn d it 4. dp dp
— Zrratan) = Ta-L|n) = e —nYpn Dypn
i = 70 = S nlala‘yle) = Son G = S nmpa+ 0+ )

n

= =) _(0°pp = n(n+ Dpps1 — (n+ Dppy1 + (n+ Dpay1)
n
= =7 _(0Ppn— (n+1)°ppg1 + (0 + Dpns1) = =7 D_ (0 + Dpats = —n
n n
which shows that the average excitation number, and therefore also the average energy decays expo-
nentially,
n=n(0)e "

We can also study more in detail how the state changes with time if we assume that the initial state
is an energy eigenstate |n). The Lindblad equation for the matrix elements is

d l
Pt (B = Bu) = L (m 1) + 7V F 1V F Dot

We see that the change in a given matrix element only depends on the same element, and the one
diagonally adjacent. In particular, this means that if the density matrix is initially diagonal, it will
remain so forever. So is we are initially in the state |n) where p,, = pp, = 1 and all other matrix
elements initially are zero, we can study the equations

dpn
dt
I do not know any way to do this except systematically working through the equations for a given

initial state. As an example, let us consider that we start from |3), so p3(0) = 1 and po(0) = p1(0) =
p2(0) = 0. Then we have

= —nypn + (0 + 1)yppy1.

Ps = —3yp3 = py=¢

3t — py = S(efZ'yt o efS'yt)

P2 = —27vp2 + 3yp3 = —29p2 + 3ve”
PL=—p1 +29p2 = —yp1 + 3y(e " — ) = p; =3 (" — 1)?
po = yp; = 3’)/6_3%(6% _ 1)2 — py= 6—3%(6'\/15 _ 1)3

A plot of the p; as functions of time are shown below together with the entropy.
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Entropy
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As we should expect, the state approaches |0) at long times. The entropy is largest when all four
levels are of the same order of magnitude, and decays as the state becomes more and more pure at
long times. The fact that the entropy is nonzero indicates that the system is not in a pure state. This
is beacuse it has been entangled with the environment. The behaviour of this model is similar to what
we observed for the two-level system at zero temperature in Sec. 6.2.1.

An interesting case to study, which shows a different behaviour, is if we assume the initial state
to be a coherent state instead of an energy eigenstate. We define the following transformation of the
density matrix

C(A\ A t) =Tr (pe)“ﬁe_y{ﬂ
We find the derivatives

% =Tr (p&TeMTe_)‘*&)

g/\C; =—"Tr (&pe/\dfe*)‘*&>

oC 0 “4 A *a
Ty (DLl e=Na) — Ty [(&po — pafa)er® e a] ) [( a'ap + pala — 2apa’)e
ot (915 2

(14)

From the general formula
eBAeB = A+ B, A +---

We derive the relations

e et — 5 Aot 4] = a+ A

Matea" — af 4 A*[a,al] = &l + \*

which give
Gerd’ — )‘“T( + ) ale N8 = 7N a(GT 4\,
Using this we find
~ * A Py * A * A 80
Tr (dT&pe)‘“Te_)‘ “) =Tr (&p(&T — )\*)eA“Te_)‘ “) Tr (apa Aal o= “) + A" BIX
. N *g oC
Tr (p&T e’ e “) — Tr ((a + M) paferd e a) — Tr (apaT A =2 “) +AS5
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This means that we can rewrite Eq. (14) as

R CAROL Rl CRIDET s

This equation can be solved by the method of characteristics to get

C(A A t) = Co (x\e*(%*i“’)t, )\*6*(%+iw)t)

where Cp(A, A*) = C(A, A*,0).
We assume that at ¢t = 0 the state is the coherent state |z) and calculate the function

ColA X) = Tr ([ (] e V8) = Tr (¥ az) (o)X = 25
We then get that

C()\, )\*,t) _ ekz*(t)—k*z(t)‘

with
z(t) = ze~(3Hiw)t,

If the transformation from p to C'(A, \*, t) is invertible (I believe that it is, but I have never seen this
point discussed), we can conclude that the state at time ¢ is |z(¢)). That is, it is still a coherent state.
Moreover, it is still a pure state, which means that the oscillator is not entangled with the environment
despite the interaction that induces damping of the motion. The reason for this is that the coherent
states are eigenstates of the Lindblad operator. The plot below shows z(t) for v/w = 0.1.

0.5

7

The last case we want to analyze is the situation where the initial state is a superposition of two
coherent states |¢)) = N (|z1) + |22)). In this case, we have

p(0) = [W) (| = IN*(|z1) (21| + |21) (22| + |22) (21| + |22) (22])

which gives

Co(A\, A7) =Tr <P(0)e’\me_’\*d) = NP (6)"2;_)‘*21 + (21]20) 1722 4 (2] )2 A A 4 e’\ZS_A*ZQ>
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where we used that

T (1) {zaleX e V@) = (zp] 1) A
because of the cyclic property of the trace and that the coherent states are eigenstates of a. We then
get
C()\, )\*,t) _ |N2| (eAzi‘(t)f)\*zl(t) + <Zl|Z2>€)\zi‘(t)f)\*22(t) + <Z2|Zl>€)\z§(t)f)\*z1(t) + eAzé‘(t)f)\*zz(t)> '

If we instead calculate the C'(\, \*,t) for the state [¢(t)) = N(|z1(t)) + |22(¢))), the crossterms
would have the form
<22 (t)\zl (t)>6)\z§(t)f)\*21 (t)

so the crossterms are reduced by the factor

(22]21)

") = @)

compared to the state [1(¢)). Using that

|(z2]21)] = e3P
we get

6_%|22_21|2 6_%‘22_21|2

L 12(1— —t)
t] = = — e alzmalf e,
|77( )| 67%|22(t)7z1(t)|2 67%6_’%‘22*21|2

We consider times short, so that y¢ < 1 which means that 1 — e~7" ~ ¢ and get

(t)| e hler ot

where we have defined the decay rate of the crossterms as

1
L= —~lzo— 2%
57122 — 2

When |z — 21| > 1 we have that I' > ~ which means that in a short time 7 = 1/T, the state will
decohere to a mixture of the two states |z1(t)) and |z2(¢)), while the amplitude of these two states has
not decayed significantly. A particularly simple example of this phenomenon is seen if we consider
z1 = 0 and z9 = z. Then

2
T =
2
Recalling that |2|?> = n is the average excitation level of the oscillator, and that the rate of phonon
emission is ny, we conclude that 7 is of the order of the time to emit one single photon. That is, the
emission of a single photon is sufficient to change the state from a superposition of two coherent states
to a mixture of two coherent states. We can understand this from the point of view of our information
about the state of the system. In the initial state ¢» = N(|0)|z)) the system is in a superposition of
the ground state and some coherent state. At the moment a photon is emitted, we could in principle
detect this photon. The fact that the ground state can not emit any photon would mean that n detecting
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an emitted photon, we collapse the wavefunction and conclude that the state was |z). The Lindblad
equation is derived assuming that no measurements of the state of the environment is made, so it
means that the information about wheter a photon has been emitted or not does not reach us. Instead
of collapsing the wavefunction in accordance with the measurement outcome, we have the situation
that we know the collapse has happened (because sufficient time passed), but not the state to which
the wavefunction collapsed. This means that we have classical uncertainty about the quantum state,
so the state a mixture of the two states.

6.2.4 Two level system with external driving

Let the Hamiltonian be

1 1
H = SW00 + Qw1 (coswto, + sinwtoy)

We transform to a rotating frame by the transformation
T = ¢ 2vio-
The density matrix in the rotating frame is p’ = 7' pT and the Hamiltonian is
H' =T'HT +iT'T = %AJZ + %wm
with A = wy — w. With the jump operator o = |0) (1|, the Lindblad equation is
o =ilp/,H] - % (oﬂap' + plafa — 20cp’0ﬂ) (15)
The stationary state is found by setting o' = 0 giving

ilp/, H'| = % <oﬂLap' + plafa — 2ap’oﬂL>

We parametrize the density matrix using the Bloch vector, so that p/ = %(1 + m;o;), and inserting
this into Eq (15) we get

with solution

2Aw1
S
T Wi+ 2A24 142
m, — w1
Y w4202 4+ 12
2A% + 142
My, =
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To find the power absorbed from the driving field we consider the average energy of the system

E = TrpH.

The time derivative of this is

E= Trp'H—l—TrpH,
and using the Lindblad equation we get

E =iTr([p,H|H) — %Tr (ozTap/ +plala — 2ap/ozT) + Tr pH.

The first term is always zero:

Tr([p, HIH) = Tr(pH? — HpH) = 0.
Therefore there are only two terms that contribute to the energy change

E = —% Tr (oﬁap' +pala— 204P/04T) +Tr pH.

The first term is proportional to v and gives the energy loss due to emitted photons. The second term
involves he time dependence of the Hamiltonian, H and gives the energy gain due to the driving field.
In the stationary state both terms should be equal. We want to express the last term in the rotating
frame, and use

H=THT' —iTT".
We know that both the last term and H' are time-independent, and therefore we get

H=THT +THT = %wT[H’, o )T = %TayTT

Then we get

. | 1

E=TrpH = Jww1 Tr(p'oy) = Juwiny.
Inserting the result for m,, in the stationary state we get the absorbed energy
1 qwed
2w F2A2 + 192

Ey
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