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Prosecutor/background knowledge attack

In the prosecutor model the attacker targets a specific individual and it is assumed that she already knows (e.g. 
employer in a company) that data about the individual is contained in the dataset.

Employer is trying to find the test result of 28 year old male doctor



Journalist attack

In the journalist model the attacker targets a specific individual but it is not expected that she possesses 
background knowledge about membership. However, the journalist has access to a public database.



Marketer attack

In the marketer model the attacker does not target a specific individual but she aims at re-identifying a high 
number of individuals. An attack can therefore only be considered successful if a larger fraction of the 
records could be re-identified.

How many people in the target group to sell a product?

With a certain property – e.g. heart disease

An equivalence class or 
a group of an 
anonymized table is a 
set of records with the 
same values for the 
quasi-identifier 
attributes
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K-anonymity
Sweeney, Latanya. "k-anonymity: A model for protecting privacy." International Journal of Uncertainty, Fuzziness and Knowledge-Based 
Systems 10.05 (2002): 557-570.)

A dataset is k-anonymous if each record cannot be distinguished from at least k-1 other records 
regarding the quasi-identifiers.

3-anonymous



L-diversity
Machanavajjhala, Ashwin, et al. "l-diversity: Privacy beyond k-anonymity." ACM Transactions on Knowledge 
Discovery from Data (TKDD) 1.1 (2007): 3-es.

This privacy model can be used to protect data against attribute disclosure by ensuring that each 
sensitive attribute has at least ℓ "well represented" values in each equivalence class.



t-closeness
Li, Ninghui, Tiancheng Li, and Suresh Venkatasubramanian. "t-closeness: Privacy beyond k-anonymity and l-diversity." 2007 IEEE 23rd 
International Conference on Data Engineering. IEEE, 2007.

It requires that the distributions of values of a sensitive attribute within each equivalence class must 
have a distance of not more than t to the distribution of the attribute values in the input dataset. 
For this purpose, it bounds the cumulative absolute difference between the frequency distributions, also 
measured using the Earth Mover Distance or Wasserstein metric.

Equivalence class 
is the set of 
records that have 
the same values of 
quasi-identifiers.
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Data curation at the Cancer Registry of Norway

Clinical notifications

Hospital Patient 
Administration

Pathology reports

Death Certificates



Cervical Cancer Screening Program

Pap smearInvitation letter



Pap smear



Cervical Cancer Screening Algorithm



Database schema for cervical cancer 
screening

Patient 
Personal 

Info

Different types of Laboratory tests

Key Variables extracted
• Patient ID 
• Birth date
• Diagnosis date
• Type (of test)
• Diagnosis1
• Diagnosis2
• Stage
• Lab number
• Region
• Censor date



Sample records in screening dataset



Types of variables/attributes

• Identifying attributes are associated with a high risk of re-identification. They will be removed 
from the dataset. Typical examples are names or D-number/Personnumer.

• Quasi-identifying attributes can in combination be used for re-identification attacks. They will 
be transformed. Typical examples are gender, data of diagnosis, date of birth and postal 
codes.

• Sensitive attributes encode properties with which individuals are not willing to be linked 
with. As such, they might be of interest to an attacker and, if disclosed, could cause harm to 
data subjects. They will be kept unmodified but may be subject to further constraints, such as 
t-closeness or l-diversity. Typical examples are diagnoses such as HPV+, or Cancer

• Insensitive attributes are not associated with privacy risks. They will be kept unmodified. 



Sample records in de-identified dataset
Quasi-identifying SensitiveIdentifying
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Sharing data for research

ELVIS metadata bank

Delivery time
•De-identified Cancer Registry data: 30 days
•Cancer Registry data linked to other sources: 60 
days

Types of data extraction
•Anonymous aggregated data
•Personally  identifiable individual data
•De-identified individual data
Requirements
•Documentation of legal basis for processing of 
personal data
•Consent or exemption from the duty of 
confidentiality

https://metadata.kreftregisteret.no/variables/search?selection=cancer_sites

https://metadata.kreftregisteret.no/variables/search?selection=cancer_sites


Sharing data for research – aggregated data



Sharing data for research – personally
identifiable data
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Fuzzy algorithm for the cervical cancer 
screening program
Ursin, G., Sen, S., Mottu, J. M., & Nygård, M. (2017). Protecting privacy in large datasets—first we assess the risk; then we fuzzy the data. Cancer 
Epidemiology and Prevention Biomarkers, 26(8), 1219-1224.

Step 1—setting all dates to the 15th of the month.
- Affected birthdate, diagnosis date, and censor date
- Did not affect the age of a person
- Did not affect the diagnosis as HPV infection clearance takes 6 months

Step 2—adding noise or “fuzziness” to dates.

- Based on the type of study and the scientific objectives
- All dates were perturbed by a random integer between +4 and -4 (not 0)
as disease clearance probability does not change under 6 months

Step 3—All original IDs were assigned a random ID
- De-identified IDs



Output of fuzzification
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Re-identification Risk Analysis in the 
Norwegian Cervical Screening Program

• The dataset contained 5,693,582 records of screening related examinations taken by 
911,510 distinct women. The birth dates of the women ranged from March 1905 to 
February 1996.

The risk of reidentification was assessed for the following datasets:
• D1. Realistic dataset of women attending cervical cancer screening in Norway.
• D2. k-Anonymization of the dataset D1 by changing all dates in the dataset to 15th 

of the month.
• D3. Fuzzifying the month in D2 by adding a random factor between −4 and +4 

months to each month as described above.



ARX  - Data Anonymization and Risk Analysis 
Tool
Prasser, Fabian, et al. "Arx-a comprehensive tool for anonymizing biomedical data." AMIA Annual Symposium Proceedings. Vol. 2014. American 
Medical Informatics Association, 2014.



Re-identification Risk Analysis in the 
Norwegian Cervical Screening Program
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Conclusion

• We learn about the types of attacks to privacy : prosector, journalist, and marketer
attacks

• The basic approaches to anonymization need to satisfy: k-anonymity, l-diversty, and t-
closeness

• The cervical cancer screening program is a good example of where anonymization and 
re-identification risk analysis has been useful.

• The Cancer Registry today uses various forms of fuzzification in all its databases 
(beyond cervical cancer) to share aggregate data after verifying its validity using ARX



How did the concept of privacy origniate?

The first man who, having enclosed a piece of ground, 
bethought himself of saying "This is mine," and found
people simple enough to believe him, was the real 
founder of civil society.
–Jean-jacques Rousseau, Discourse on the origin of inequality

Hirshleifer, Jack. "Privacy: Its origin, function, and future." The Journal of Legal Studies 9.4 (1980): 649-664.



Privacy and its origins…

The etymology of the word privacy stems from 
privus, the original archaic meaning being single.

The implied context is not a solitary human being
but rather the individual facing the potential claims

of other persons



How is privacy different from seclusion?

Seclusion is withdrawal from society Privacy is a way to organize civil society



How is privacy different from secrecy?

Secrecy is the ability to control dissemination and use of information (or possessed) by oneself

Privacy

Secrecy

an asp
ectof 

A sales call is an "Invasion of 
privacy" but no secret

information is "usually" revealed



Privacy, an age old concept, is about
autonomy in society

Sumerian Civilization, 3000 BC – a civiliation with a social structure with a supporting social ethic



What is invasion of privacy and its 
consequences?

The Great Explorers of the Colonial Era

Vasco de gama
1498

Merchants of Calicut, 
India held hostage

Dis-possession of 
private property



What are the consequences of invasion of 
privacy of our data in 100 years?
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