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This problem set consists of 4 pages.

Appendices: None

Permitted aids: None

Please make sure that your copy of the problem set is
complete before you attempt to answer anything.

All 7 part questions will be weighted equally.

Problem 1 Iterative methods

Consider the linear system Ax = b in which

3 0 1
A=1[0 7 2],
1 2 4
la

With z¢ = (1,1,1)%, carry out one iteration of the Gauss-Seidel method to
find x| € R?’.

Answer:
(1) = (b(1) = 20(3))/3 = (1= 1)/3 =0,
71(2) = (b(2) — 200(3))/T = (9= 25 1)/T = 1,
21(3) = (b(3) —x1(1) — 221(2)) /4 =(-2—-0—2x1)/4 = —1.

and b= (1,9, -2)T.

1b

If we continue the iteration, will the method converge? Why?

Answer: Yes. Since A is diagonally dominant, i.e.,

ai > Y lagl,  i=1,2,3,
J#i

(Continued on page 2.)



Examination in INF-MAT 4350, 4 December 2008 Page 2

all its eigenvalues are positive by Gerschgorin’s circle theorem. Therefore,
since A is also symmetric it is positive definite, which guarantees convergence.

1c

Write a matlab program for the Gauss-Seidel method applied to a matrix
A € R™" and right-hand side b € R™. Use the ratio of the current residual to
the initial residual as the stopping criterion, as well as a maximum number
of iterations.

Hint: The function C=tril(A) extracts the lower part of A into a lower
triangular matrix C.

Answer:

function [x,it]=gs(A,b,x,tol,maxit)
nr=norm(b-A*x,2) ;
C = tril(A);
for k=1:maxit
r=b-A*x;
x=x+C\r;
if norm(r,2)/nr<tol
it=k; return;
end
end
it = maxit;

Problem 2 (R factorization

Let
2 1
2 =3
A -2 -1
-2 3
2a

Find the Cholesky factorization of AT A.

. (16 —8
AA_(_8 20).

We want AT A = RT R where
[T T2
R B ( 0 TQQ) ’

2
r 11712
R"R = ( 1 :

2 2
T11T12 Ty 1+ T5

Answer:

and 711,792 > 0. Since

(Continued on page 3.)
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we need

'r’fl = 16, r11re = =8, 7’%2 + 7’%2 = 20.
The solution is r11 = 4, rio = —2, 199 = 4.
2b

Find the QR factorization of A.
Answer: We have already found R:

r=(y )

Then, to get A = QR we need Q = AR™! and since
1 /4 2
-1 _
=1 (0 4) ’

1 1
11 -1
_ -1 _ -
Q=AR 2l -1 -1

-1 1

we find

Problem 3 Kronecker products

Let A, B € R™". Show that the eigenvalues of the Kronecker product A ® B
are products of the eigenvalues of A and B and that the eigenvectors of A® B
are Kronecker products of the eigenvectors of A and B.

Answer: Suppose that Au = Au and Bv = pv. Then

Ab11 e Abln uvy
A8 B)usv) = | N
Ab,; -+ Ab,, uv,
Abjjuvy + - - -+ Abyuv, Au(Bv),
Ab,juvy + - - - + Ab,uvy, Au(Bv),

— (Au) ® (Bv) = (W) ® () = (A)(u @ v).

Problem 4 Matrix norms

Suppose A € R™"™ is invertible, b,c € R", b # 0, and Az = b and Ay = b+ e.
Show that
e]]

B[]

KA ol =l —

(Continued on page 4.)
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where || - || is the Euclidean vector norm in R™ and K(A) is the condition
number of A with respect to the matrix 2-norm.

Answer: Since Ax = b, we have
1ol = [ Az[] < [|A[lfl] (1)
and because A~'b = x, we have
ol = [IA="0]l < LA~ [ []8] (2)
Similarly, since A(y — z) = e, we have
lell = [[ACy — )|l < [|A[llly — | (3)
and because A~'e = y — z, we have
ly — 2l = A7 el < A7 [le]l- (4)

Now, since K(A) = ||A|||[A7}]|, equations (2) and (3) give the lower bound
on |ly — z||/||z|| and equations (1) and (4) give the upper bound.

Good luck!



