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Problem 1 Orthogonal transformations

A Householder transformation is a matrix H ∈ R
n,n of the form

H = I − uuT ,

where u ∈ R
n is such that uT u = 2.

1a

Show that H is symmetric.

1b

Show that H is an orthogonal transformation.

1c

Find Hx when

u =
1√
10

(

−2
4

)

and x =

(

3
4

)

.

1d

Find a QR-factorization of the matrix

A =

(

3 5
4 10

)

.

(Continued on page 2.)
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Problem 2 Eigenvalues

2a

Suppose the matrix A ∈ R
n,n has linearly independent eigenvectors v1, . . . , vn

and that its eigenvalues are such that λ1 > |λ2| ≥ · · · ≥ |λn|. If z0 ∈ R
n is

a vector such that vT
1 z0 6= 0, and we let zk = Akz0 and xk = zk/‖zk‖, what

does xk converge to as k → ∞?

2b

If u is an approximation to an eigenvector of A ∈ R
n,n then an approximation

to the corresponding eigenvalue is the value λ that minimizes the function

ρ(λ) = ‖Au − λu‖2.

Find λ which minimizes ρ.

2c

What is the QR-algorithm for finding all eigenvalues of a real matrix
A ∈ R

n,n, assuming they are all real and distinct? (You do not need to
discuss convergence conditions).

Problem 3 Iterative methods

The Jacobi method for solving the linear system Ax = b is

xk+1 = xk + D−1rk, (1)

where rk = b − Axk, and D is the diagonal matrix with dii = aii.

3a

By writing (1) in the form

xk+1 = Bxk + c, (2)

for some B and c, derive a condition on ρ(B) that guarantees the convergence
of (1).

3b

By applying Gerschgorin’s circle theorem to B, derive a condition on A that
guarantees the convergence of (1).

Good luck!


