Chapter 7

Measure and Integration

In calculus you have learned how to calculate the size of different kinds of sets: the
length of a curve, the area of a region or a surface, the volume or mass of a solid.
In probability theory and statistics you have learned how to compute the size of
other kinds of sets: the probability that certain events happen or do not happen.

In this chapter we shall develop a general theory for the size of sets, a theory
that covers all the examples above and many more. Just as the concept of a metric
space gave us a general setting for discussing the notion of distance, the concept of
a measure space will provide us with a general setting for discussing the notion of
size.

In calculus we use integration to calculate the size of sets. In this chapter we
turn the situation around: We first develop a theory of size and then use it to define
integrals of a new and more general kind. As we shall sometimes wish to compare
the two theories, we shall refer to integration as taught in calculus as Riemann
integration in honor of the German mathematician Bernhard Riemann (1826-1866)
and the new theory developed here as Lebesgue integration in honor of the French
mathematician Henri Lebesgue (1875-1941).

Let us begin by taking a look at what we might wish for in a theory of size.
Assume that we want to measure the size of subsets of a set X (if you need something
concrete to concentrate on, you may let X = R? and think of the area of subsets
of R2, or let X = R? and think of the volume of subsets of R3). What properties
do we want such a measure to have?

Well, if ;1(A) denotes the size of a subset A of X, we would expect

(i) u(@)=o.

as nothing can be smaller than the empty set. In addition, it seems reasonable
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240 7. Measure and Integration

to expect:

(ii) If Ay, As, As. .. is a disjoint sequence of sets, then

w(J 4n) = n(An).

neN

These two conditions are, in fact, all we need to develop a reasonable theory
of size, except for one complication: It turns out that we cannot in general expect
to measure the size of all subsets of X — some subsets are just so irregular that
we cannot assign a size to them in a meaningful way. This means that before
we impose conditions (i) and (ii) above, we need to decide which properties the
measurable sets (those we are able to assign a size to) should have. If we call the
collection of all measurable sets A, the statement A € A is just a shorthand for “A
is measurable”.

The first condition is simple; since we have already agreed that u(f) = 0, we
must surely want to impose

(iii) 0 € A.
For the next condition, assume that A € A. Intuitively, this means that we
should be able to assign a size pu(A) to A. If the size u(X) of the entire space is

finite, we ought to have u(A°) = u(X)—p(A), and hence A€ should be measurable.
We shall impose this condition even when X has infinite size:

(iv) If A € A, then A° € A.

For the third and last condition, assume that {A4,} is a sequence of disjoint
sets in A. In view of condition (ii), it is natural to assume that J,, . Ay is in A.
We shall impose this condition even when the sequence is not disjoint (there are
arguments for this that I don’t want to get involved in at the moment):

(v) If {An}nen is a sequence of sets in A, then |,y An € A.

When we now begin to develop the theory systematically, we shall take the five
conditions above as our starting point.

7.1. Measure spaces

Assume that X is a nonempty set. A collection A of subsets of X that satisfies
conditions (iii)-(v) above is called a o-algebra. More succinctly:

Definition 7.1.1. Assume that X is a nonempty set. A collection A of subsets of
X is called a o-algebra if the following conditions are satisfied:

(i) 0 e A.
(ii) If A€ A, then A=X\ Aec A.
(iii) If {An}tnen is a sequence of sets in A, then |, o An € A.

The sets in A are called measurable if it is clear which o-algebra we have in mind,
and A-measurable if the o-algebra needs to be specified. If A is a o-algebra of subsets
of X, we call the pair (X, A) a measurable space.
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As already mentioned, the intuitive idea is that the sets in A are those that are
so regular that we can measure their size.

Before we introduce measures, we take a look at some simple consequences of
the definition above:

Proposition 7.1.2. Assume that A is a o-algebra on X. Then

a) X € A.

b) If {An}nen is a sequence of sets in A, then [, oy An € A.

c) If A1, Ag, ... A, €A, then AJUAU...UA, € Aand A;NA3N...NA, € A.
d) If A,B € A, then A\ B € A.

Proof. a) By conditions (i) and (ii) in the definition, X = (¢ € A.

b) By condition (ii), each A¢ is in A, and hence | J . AS € A by condition
(iii). By one of De Morgan’s laws,

(4= U 4

neN neN

neN

and hence (ﬂneN An)c is in A. Using condition (ii) again, we see that (1, . A, is
in A.

c) If we extend the finite sequence A1, As,..., A, to an infinite one A;, Ao,
ooy A, 0,0, ..., we see that

AjUAU...UA, = UAneA
neN

by condition (iii). A similar trick works for intersections, but we have to extend
the sequence A1, As,..., A, to A1, As, ..., A, X, X,... instead of A1, Ao, ..., Ay,
(0,0, .... The details are left to the reader.

d) We have A\ B = AN B¢, which is in A by condition (ii) and c¢) above. O

It is time to turn to measures. Before we look at the definition, there is a small
detail we have to take care of. As you know from calculus, there are sets of infinite
size — curves of infinite length, surfaces of infinite area, solids of infinite volume. We
shall use the symbol co to indicate that sets have infinite size. This does not mean
that we think of co as a number; it is just a symbol to indicate that something has
size bigger than can be specified by a number.

A measure p assigns a value pu(A) (“the size of A”) to each set A in the o-algebra
A. The value is either co or a nonnegative number. If we let

R, = [0,00) U {oc}

be the set of extended, nonnegative real numbers, p is a function from A to R,. In
addition, p has to satisfy conditions (i) and (ii) above, i.e.:

Definition 7.1.3. Assume that (X, .A) is a measurable space. A measure on (X,.A)
is a function pu: A — Ry such that

(i) p(®) = 0.
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(ii) (Countable additivity) If A1, A, As ... is a disjoint sequence of sets from A,

then
a(lJ Ax) = 3 lAn).

(We treat infinite terms in the obvious way: If some of the terms u(A,) in
the sum equal 0o, then the sum itself also equals cc.)

The triple (X, A, 1) is then called a measure space.

Let us take a look at some examples.

Example 1: Let X = {z1,22,...,2,} be a finite set, and let A be the collection
of all subsets of X. For each set A C X, let

p(A) = |A| = the number of elements in A.

Then p is called the counting measure on X, and (X, A, ) is a measure space. o
The next two examples show two simple modifications of counting measures.

Example 2: Let X and A be as in Example 1. For each element = € X, let m(x)
be a nonnegative, real number (the weight of z). For A C X let

p(A) = 3 m(a)

reA
Then (X, .A, 1) is a measure space. s

Example 3: Let X = {z1,22,...,Z,,...} be a countable set, and let A be the
collection of all subsets of X. For each set A C X, let

((A) = the number of elements in A,

where we put u(A) = oo if A has infinitely many elements. Again p is called the
counting measure on X, and (X, A, u) is a measure space. s

The next example is also important, but rather special.

Example 4: Let X be a any set, and let A be the collection of all subsets of X.
Choose an element a¢ € X, and define

1 ifae A
n(A) =
0 ifaé¢ A
Then (X, A, 1) is a measure space, and p is called the point measure or Dirac mea-
sure at a. &

The examples we have looked at so far are important special cases, but rather
untypical of the theory — they are too simple to really need the full power of measure
theory. The next examples are much more typical, but at this stage we cannot define
them precisely, only give an intuitive description of their most important properties.
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Example 5: In this example X = R, A is a o-algebra containing all open and
closed sets (we shall describe it more precisely later), and p is a measure on (X, .A)
such that

p(la, b)) =b—a
whenever a < b. This measure is called the Lebesgue measure on R, and we can

think of it as an extension of the notion of length to more general sets. The sets in A
are those that can be assigned a generalized “length” p(A) in a systematic way. &

Originally, measure theory was the theory of the Lebesgue measure, and it
remains one of the most important examples. It is not at all obvious that such a
measure exists, and one of our main tasks in the next chapter is to show that it
does.

Lebesgue measure can be extended to higher dimensions:

Example 6: In this example X = R?, A is a o-algebra containing all open and
closed sets, and p is a measure on (X,.A) such that

p(la, 0] x [e, d]) = (b—a)(d - ¢)

whenever a < b and ¢ < d (this just means that the measure of a rectangle equals
its area). This measure is called the Lebesque measure on R?, and we can think
of it as an extension of the notion of area to more general sets. The sets in A are
those that can be assigned a generalized “area” p(A) in a systematic way.

There are obvious extensions of this example to higher dimensions: The three
dimensional Lebesgue measure assigns value

plla, b] x [e, d] x [e, f]) = (b= a)(d = c)(f —¢)

to all rectangular boxes and is a generalization of the notion of volume. The n-
dimensional Lebesgue measure assigns value

,u([al,bl] X [ag,bg] X - X [an,bn]) = (bl — al)(bQ — CLQ) e (bn — an)

to all n-dimensional, rectangular boxes and represents n-dimensional volume. &

Although we have not yet constructed the Lebesgue measures, we shall feel free
to use them in examples and exercises. Let us finally take a look at two examples
from probability theory.

Example 7: Assume we want to study coin tossing, and that we plan to toss the
coin N times. If we let H denote “heads” and T “tails”, the possible outcomes can
be represented as all sequences of H’s and T’s of length N. If the coin is fair, all
such sequences have probability QLN

To fit this into the framework of measure theory, let X be the set of all sequences
of H’s and T’s of length N, let A be the collection of all subsets of X, and let u be
given by
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where |A] is the number of elements in A. Hence p is the probability of the event
A. Tt is easy to check that p is a measure on (X, .A4). &

In probability theory it is usual to call the underlying space Q2 (instead of X)
and the measure P (instead of u), and we shall often refer to probability spaces as

(Q,A,P).

Example 8: We are still studying coin tosses, but this time we don’t know be-
forehand how many tosses we are going to make, and hence we have to consider all
sequences of H’s and T’s of infinite length, that is, all sequences

W=W1,Wo,W3,...,Wp,y...,

where each w; is either H or T. We let € be the collection of all such sequences.

To describe the o-algebra and the measure, we first need to introduce the so-
called cylinder sets: If a = ay,a9,...,a, is a finite sequence of H’s and T’s, we
let

Ca={w€Q|w; =a1,ws =az,...,w, =ay}

and call it the cylinder set generated by a. Note that C, consists of all sequences
of coin tosses beginning with the sequence a1, as,...,a,. Since the probability of
starting a sequence of coin tosses with aq,as,...,a, is we want a measure such

that P(Ca) = 5.

The measure space (€2, .4, P) of infinite coin tossing consists of (2, a o-algebra A
containing all cylinder sets, and a measure P such that P(C,) = 2%1 for all cylinder
sets of length n. It is not at all obvious that such a measure space exists, but it
does (as we shall prove in the next chapter), and it is the right setting for the study
of coin tossing of unrestricted length. s

1
on

Let us return to Definition[7.1.3| and derive some simple, but extremely useful
consequences. Note that all these properties are properties we would expect of a
measure.

Proposition 7.1.4. Assume that (X, A, 1) is a measure space.
a) (Finite additivity) If Ay, As, ..., Ay are disjoint sets in A, then
(A1 UAs UL UA,) = pu(Ar) + p(A2) + ...+ pu(An),
b) (Monotonicity) If A,B € A and B C A, then u(B) < u(A).
c) IfA,Be A, BCA, and p(A) < oo, then u(A\ B) = pu(A) — u(B).

d) (Countable subadditivity) If Ay, As,..., Ap,... is a (not necessarily disjoint)
sequence of sets from A, then

1 U Ap) < ZM(An)-

neN

Proof. a) We fill out the sequence with empty sets to get an infinite sequence

A17A27~ .- gAmgAm—i-l;Am—l—Z EERE
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where A,, = () for n > m. Then clearly

/L(Al U Ag U... U A = Z Al) + ,U(A2) -+ /L(An)a

where we have used the two parts of Definition[7.1.3]

b) We write A = BU (A \ B). By Proposition [Z.1.2H), A\ B € A, and hence
by part a) above,

1(A) = u(B) + p(A\ B) = p(B).
c¢) By the argument in part b),
w(A) = u(B) + u(A\ B).

Since p(A) is finite, so is u(B), and we may subtract p(B) on both sides of the
equation to get the result.

d) Define a new, disjoint sequence of sets By, Ba, ... by:
By =A;, By=A\A;, B3=A3\(A1UAs), By=As\(A1UAUA3),....

Note that | J,, .y Brn = U, ey An (make a drawing). Hence

w(J 4An) = w(| Bn)ZZM(Bn) SZM(A )

neN neN

neN

where we have applied part (i) of Definition [7T.1.3] to the disjoint sequence {B,}
and in addition used that u(B,) < u(A,) by part b) above. O

The next properties are a little more complicated, but not unexpected. They
are often referred to as continuity of measures:

Proposition 7.1.5 (Continuity of Measure). Let {A, }nen be a sequence of mea-
surable sets in a measure space (X, A, 1).

a) If the sequence is increasing (i.e., A, C Ani1 for all n), then
( LEJNAn) = lim p(A,).

b) If the sequence is decreasing (i.e., An 2O Apt1 for all n), and p(Ay) is finite,
then

M( ﬂ An) = nh—>Hclo M(An)'

neN

Proof. a) If we put Fy = Ay and E,, = A, \ A,_1 for n> 1, the sequence {E,} is
disjoint, and | J;_, Ex = A,, for all N (make a drawing). Hence

/«L(U An):M(UEn): :u(E )
neN neN n=1
= i > (B = fim (U B = Jim (o)

where we have used the additivity of u twice.
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b) We first observe that {A; \ A,}nen is an increasing sequence of sets with
union A; \ (), oy An. By part a), we thus have

u(A\ () A = lim p(Ar\ 4,).

neN

neN

Applying part ¢) of the previous proposition on both sides, we get

(A = p([) An) = lim (u(Ar) = p(An)) = p(Ar) = lim p(An).

n—oo
neN

Since pu(A;) is finite, we get pu(),,en An) = limp 00 p4(Ay), as we set out to prove.
U

Remark: The finiteness condition in part b) may look like an unnecessary conse-
quence of a clumsy proof, but it is actually needed as the following example shows:

Let X = N, let A be the set of all subsets of A, and let p(A) = |A| (the num-
ber of elements in A). If A, = {n,n+ 1,...}, then p(A4,) = oo for all n, but

{(MNpen An) = p(0) = 0. Hence limy, o0 1(Ar) 7 1(,en An)-

The properties we have proved in this section are the basic tools we need to
handle measures. The next section will take care of a more technical issue.

Exercises for Section[7.1]

Verify that the space (X, A, 1) in Example 1 is a measure space.
Verify that the space (X, A, )
)
)

Verify that the space (X, A, p
Verify that the space (X, A, 1) in Example 4 is a measure space.

in Example 2 is a measure space.

in Example 3 is a measure space.

Verify that the space (X, A, 1) in Example 7 is a measure space.

Describe a measure space that is suitable for modeling tossing a die N times.

NS otk W=

Show that if 4 and v are two measures on the same measurable space (X, .A), then
for all positive numbers «, 5 € R, the function \: A — Ry given by

AMA) = ap(A) + Br(A)
is a measure.
8. Assume that (X, A, ) is a measure space and that A € A. Define pa: A — Ry by
pa(B) = pu(ANB) for all B € A.
Show that pa is a measure.
9. Let X be an uncountable set, and define
A={AC X|A or A°is countable}.
Show that A is a o-algebra. Define u: A — Ry by

0 if A is countable
p(A) =

1 if A° is countable.

Show that u is a measure.
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10. Assume that (X,.A) is a measurable space, and let f: X — Y be any function from
X to a set Y. Show that

B={BCY|f (B)€ A}
is a o-algebra.

11. Assume that (X, .A) is a measurable space, and let f: Y — X be any function from
a set Y to X. Show that

B={f"(A)|Aec A}
is a o-algebra.
12. Let X be a set and A a collection of subsets of X such that:
a) 0 e A
b) If A € A, then A° € A.
c) If {An}nen is a sequence of sets from A, then ﬂneN A, € A
Show that A is a o-algebra.

13. A measure space (X, A, u) is called atomless if u({z}) =0 for all z € X. Show that
in an atomless space, all countable sets have measure 0.

14. Assume that p is a measure on R such that pu([—+,%]) = 1+ 2 for each n € N.
Show that u({0}) = 1.

15. Assume that a measure space (X, A, ;1) contains sets of arbitrarily large finite mea-
sure, i.e., for each N € N there is a set A € A such that N < u(A) < co. Show that
there is a set B € A such that u(B) = oo.

16. Assume that p is a measure on R such that p([a,b]) = b — a for all closed intervals
[a,b], a < b. Show that u((a,b)) = b — a for all open intervals. Conversely, show
that if p is a measure on R such that u((a,b)) = b — a for all open intervals [a, b],
then p([a,b]) = b — a for all closed intervals.

17. Let X be a nonempty set. An algebra is a collection A of subset of X such that

(i) 0 e A.
(ii) If A € A, then A° € A.
(iii) If A,B € A, then AUB € A.
Show that if A is an algebra, then:
a) If A1, As,..., A, € A, then A1 UA2U...UA, € A (use induction on n).
b) If A1, As, ..., A € A, then A1 NA2N...NA, € A
¢) Put X =N and define A by
A={ACN]|A or A¢ is finite}.
Show that A is an algebra, but not a o-algebra.
d) Assume that A is an algebra closed under disjoint, countable unions (i.e.,
Unen An € A for all disjoint sequences {A,} of sets from A). Show that
A is a o-algebra.
18. Let X be a nonempty set. We look at a family D of subsets of X satisfying the

following conditions:
(i) e D.
(ii) If A € D, then A° € D .
(iii) If {B,} is a pairwise disjoint sequence of sets in D (i.e., B; N B; = for i # j),
then UneN B, € D.
Such a family D is called a Dynkin system.
a) Show that for all sets A, B C X, we have A\ B = (A°U B)“.
b) Show that if A, B € D and B C A, then A\ B € D. (Hint: You may find part
a) helpful.)
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¢) Show that if {A,} is an increasing sequence of sets in D (i.e., A, C A,41 for
all n € N), then |, .y An € D.

19. Let (X, A, ;1) be a measure space and assume that {A,} is a sequence of sets from
A such that >°> | p(Ay) < co. Let

A = {z € X |z belongs to infinitely many of the sets A,}.
Show that A € A and that p(A) = 0.

neN

7.2. Complete measures

Assume that (X, A, ) is a measure space, and that A € A with u(A) = 0. It is
natural to think that if N C A, then N must also be measurable (and have measure
0), but there is nothing in the definition of a measure that says so, and, in fact, it is
not difficult to find measure spaces where this property does not hold (see Exercise
1). This is often a nuisance, and we shall now see how it can be cured.

First, some definitions:

Definition 7.2.1. Assume that (X, A, n) is a measure space. A set N C X is
called a null set if N C A for some A € A with u(A) = 0. The collection of all null
sets is denoted by N. If all null sets belong to A, we say that the measure space is
complete.

Note that if N is a null set that happens to belong to A, then u(N) = 0 by
Proposition [(.1.4b).

Our purpose in this section is to show that any measure space (X, A, u) can be
extended to a complete space (i.e., we can find a complete measure space (X, A, f1)
such that A C A and i(A) = p(A) for all A € A).

We begin with a simple observation:

Lemma 7.2.2. If Ny, No,... are null sets, then | N, s a null set.

neN

Proof. For each n, there is a set A,, € A such that u(4,) =0and N,, C A,,. Since
UneN Np © UneN Ay, and

u( An) <3 (A =0

neN
by Proposition[7.1.4), (J,,cy Nn is a null set. O

The next lemma tells us how we can extend a g-algebra to include the null sets.

Lemma 7.2.3. If (X, A, ) is a measure space, then
A={AUN|Ac Aand N € N}

is the smallest o-algebra containing A and N (in the sense that if B is any other
o-algebra containing A and N, then A C B).

Proof. If we can only prove that A is a o-algebra, the rest will be easy: Any o-
algebra B containing A and N must necessarily contain all sets of the form AU N
and hence be larger than A, and since () belongs to both A and A, we have A C A
and N C A.
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To prove that A is a o-algebra, we need to check the three conditions in Defi-
nition Since ) belongs to both A and N, condition (i) is obviously satisfied,
and condition (iii) follows from the identity

J@,un,) = UAnUUNn

neN neN neN
and the preceding lemma.

It remains to prove condition (ii), and this is the tricky part. Given a set
AUN € A, we must prove that (AU N)¢ € A. Observe first that we can assume
that A and N are disjoint; if not, we just replace N by N \ A. Next observe that
since N is a null set, there is a set B € A such that N C B and p(B) = 0. We may
also assume that A and B are disjoint; if not, we just replace B by B\ A. Since

(AUN)® = (AUB)°U(B\ N)

(see Figure[7.2.1), where (AU B)¢ € A and B\ N € N, we see that (AUN)¢ € A
and the lemma is proved. O

 x BAN. O\
(AUB)° @

k/

Figure 7.2.1. (AUN)¢=(AUB)°U(B\N)

The next step is to extend p to a measure on A. Here is the key observation:

Lemma 7.2.4. If A1, A> € A and N1, Ny € N are such that Ay UN; = Ay U No,
then p(A1) = p(Az).

Proof. Let By be a set in A such that No C By and p(B2) = 0. Then A; C
A1 UN; = Ay U Ny C Ay U By, and hence
(A1) < (A1 U Bz) < p(Az) 4 p(Bz) = p(Az).

Interchanging the roles of Ay and Ay, we get the opposite inequality pu(As) < p(A4;),
and hence we must have p(A;) = pu(Asz). O

We are now ready for the main result. It shows that we can always extend a
measure space to a complete measure space in a controlled manner. The measure
space (X, A, 1) in the theorem below is called the completion of the original measure
space (X, A, p).

Theorem 7.2.5. Assume that (X, A, 1) is a measure space, let
A={AUN|Ac Aand N € N}

and define i: A — Ry by
A(AUN) = pu(A)
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for all A€ A and all N € N. Then (X, A, i) is a complete measure space, and fi
is an extension of p, i.e., p(A) = u(A) for all A € A.

Proof. We already know that A is a o-algebra, and by the lemma above, the
definition

(AUN) = p(A)
is legitimate (i.e., it only depends on the set A U N and not on the sets A € A,
N € N we use to represent it). Also, we clearly have ji(A) = p(A) for all A € A.

To prove that fi is a measure, observe that since obviously fi(f)) = 0, we just
need to check that if {B,} is a disjoint sequence of sets in .4, then

allJ Ba) = i(Bn).
neN n=1

For each n, pick sets A,, € A, N,, € N such that B,, = A,, UN,,. Then the A,’s
are clearly disjoint since the B,,’s are, and since |J,cy Brn = U, en An U Unen Na,
we get

A Ba) = (U An) = 3 nlA4n) = 3 (Ba).

neN neN

It remains to check that i is complete. Assume that C' C D, where (D) = 0;
we must show that C' € A. Since ji(D) = 0, D is of the form D = AU N, where A
is in A with u(A) = 0, and N is in . By definition of N, there is a B € A such
that N C B and pu(B) = 0. But then C C AU B, where u(A U B) = 0, and hence

C'is in N and hence in A. O

In Lemma [7.2.3] we proved that A is the smallest o-algebra containing A and
N. This an instance of a more general phenomenon: Given a collection B of subsets
of X, there is always a smallest o-algebra A containing B. It is called the o-algebra
generated by B and is often designated by o(B). The proof that o(B) exists is not
difficult, but quite abstract:

Proposition 7.2.6. Let X be a nonempty set and B a collection of subsets of X.
Then there exists a smallest o-algebra o(B) containing B (in the sense that if C is
any other o-algebra containing B, then o(B) C C).

Proof. Observe that there is at least one g-algebra containing B, namely the o-
algebra of all subsets of X. This guarantees that the following definition makes
sense:

o(B) = {A C X | A belongs to all o-algebras containing B}.

It suffices to show that o(B) is a o-algebra as it then clearly must be the smallest
o-algebra containing B.

We must check the three conditions in Definition [7.1.1] For (i), just observe
that since () belongs to all g-algebras, it belongs to o(B). For (ii), observe that
if A € o(B), then A belongs to all o-algebras containing B. Since o-algebras are
closed under complements, A¢ belongs to the same o-algebras, and hence to o(B).
The argument for (iii) is similar: Assume that the sets A,,, n € N, belong to o(B).
Then they belong to all o-algebras containing B, and since o-algebras are closed
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under countable unions, the union |J, .y An belongs to the same o-algebras and
hence to o(B). O

In many applications, the underlying set X is also a metric space (e.g., X = R?
for the Lebesgue measure). In this case the o-algebra o(G) generated by the collec-
tion G of open sets is called the Borel o-algebra, a measure defined on o(G) is called
a Borel measure, and the sets in o(G) are called Borel sets. Most useful measures
on metric spaces are either Borel measures or completions of Borel measures.

We can now use the results and terminology of this section to give a more
detailed description of the Lebesgue measure on RY. It turns out (as we shall prove
in the next chapter) that there is a unique measure on the Borel o-algebra o(G)
such that

,u([al,bl] X [ag,bg] X+ X [ad,bd]) = (bl — al)(bg — ag) C—— (bd — ad)

whenever a; < by, as < ba,..., ag < by (i.e., p assigns the “right” value to all
rectangular boxes). The completion of this measure is the Lebesgue measure on
R,

We can give a similar description of the space of all infinite series of coin tosses
in Example 8 of Section[7.1] In this setting one can prove that there is a unique
measure on the o-algebra o(C) generated by the cylinder sets such that P(Ca) = 5=
for all cylinder sets of length n. The completion of this measure is the one used to
model coin tossing. We shall carry out this construction in Section [8.6]

Exercises to Section[7.2]

1. Let X ={0,1,2} and let A= {0,{0,1},{2}, X }.
a) Show that A is a o-algebra.
b) Define u: A — Ry by: p(0) = u({0,1}) =0, u({2}) = u(X) = 1. Show that u
is a measure.
c) Show that p is not complete, and describe the completion (X, A, fi) of (X, A, 11).

2. Redo Problem 1 for X = {0,1,2,3}, A = {0,{0,1},{2,3}, X}, and p(0) = ({0,1})
=0, p({2,3}) = u(X) = 1.

3. Let (X, A, n) be a complete measure space. Assume that A, B € A with u(A) =
u(B) < co. Show that if A C C C B, then C € A.

4. Let A and B be two collections of subsets of X. Assume that any set in A belongs
to o(B) and that any set in B belongs to o(A). Show that o(A) = o(B).

5. Assume that X is a metric space, and let G be the collection of all open sets and F
the collection of all closed sets. Show that o(G) = o(F).

6. Let X be a nonempty set. An algebra is a collection A of subset of X such that
(i) 0 e A
(ii) If A € A, then A° € A.
(iii) If A,B € A, then AUB € A.
Show that if 5 is a collection of subsets of X, there is a smallest algebra A containing
B.
7. Let X be a nonempty set. A monotone class is a collection M of subset of X such
that
(i) If {A,} is an increasing sequence of sets from M, then (J, .y An € M.
(i) If {An} is a decreasing sequence of sets from M, then (), . An € M.
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Show that if B is a collection of subsets of X, there is a smallest monotone class M
containing B.

8. Let X be a nonempty set. A family D of subsets of X is called a Dynkin system if
it satisfies the following conditions:
(i) 0 e D.
(i) If A€ D, then A€ D .
(iii) If {B,} is a pairwise disjoint sequence of sets in D (i.e., B; N B; = ) for i # j),
then (J,,cy Bn € D.
Show that if B is a collection of subsets of X, there is a smallest Dynkin system D
containing B.

7.3. Measurable functions

One of the main purposes of measure theory is to provide a richer and more flexible
foundation for integration theory, but before we turn to integration, we need to
look at the functions we hope to integrate, the measurable functions. As functions
taking the values co and —oo will occur naturally as limits of sequences of ordinary
functions, we choose to include them from the beginning; hence we shall study
functions

f: X >R,

where (X, A, 1) is a measure space and R = R U {—o00, 00} is the set of extended
real numbers. Don’t spend too much effort on trying to figure out what —oo and
oo “really” are; they are just convenient symbols for describing divergence.

To some extent we may extend ordinary algebra to R, e.g., we shall let
00 +00 =00, —00—00=—00
and
0000 =00, (—00):-00=—00, (—00):(—00)=o00.
If r € R, we similarly let
o0+ Tr =00, —00-+T1r=—00.
For products, we have to take the sign of r into account, hence

00 ifr>0

—oo ifr <o,
and similarly for (—oo) - 7. We also have a natural ordering of R: If a € R, then

—00 < a < 0.

All the rules above are natural and intuitive. Expressions that do not have
an intuitive interpretation, are usually left undefined, e.g., is co — oo not defined.
There is one exception to this rule; it turns out that in measure theory (but not in
other parts of mathematics!) it is convenient to define 0 - 0o = 0o -0 = 0.

Since algebraic expressions with extended real numbers are not always defined,
we need to be careful and always check that our expressions make sense.
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We are now ready to define measurable functions:

Definition 7.3.1. Let (X, A, u) be a measure space. A function f: X — R is
measurable (with respect to A) if

fH([-o0,m)) € A
for all r € R. In other words, the set

{reX: f(z)<r}

must be measurable for all r € R.

The half-open intervals in the definition are just a convenient starting point
for showing that the inverse images of open and closed sets are measurable, but to
prove this, we need a little lemma:

Lemma 7.3.2. Any nonempty, open set G in R is a countable union of open
intervals.

Proof. Call an open interval (a,b) rational if the endpoints a, b are rational num-
bers. As there are only countably many rational numbers, there are only countably
many rational intervals. It is not hard to check that GG is the union of those rational
intervals that are contained in G. O

Proposition 7.3.3. If f: X — R is measurable, then Y1) € A for all intervals
I=(s,r),I=(s,r],I=][s,r),I=][s,r] where s,r € R. Indeed, f~1(A) € A for all
open and closed sets A C R.

Proof. We use that inverse images commute with intersections, unions, and com-
plements (see Section[1.4) . First observe that for any r € R,

fH([~o0,r]) = F7H( ﬂ [—o0,r + %)) = ﬂ fH([~o0,r + %)) €A,

neN neN

where we have used that each set f~!([—o0,r + %)) is in A by definition, and
that A is closed under countable intersections. This shows that the inverse images
of closed intervals [—oo,r] are measurable. Taking complements, we see that the
inverse images of intervals of the form [s, 0c] and (s, 0c] are measurable:

FH([s.00]) = fFH([-00,8)9) = (f7H([-00,9))) € A
and

FH (s, 00]) = fH([=o00, 8]%) = (f1([—00,8]))° € A,
To show that the inverse images of finite intervals are measurable, we just take
intersections, e.g.,

FH(s.m) = f7H([=o0,m) N (s,00]) = f7H([=00, 7)) N f (s, 00]) € A.

If A is open, we know from the lemma above that it is a countable union
A = U, en In of open intervals. Hence

A= (UL) = 'U)eA
neN neN

Finally, to prove the proposition for closed sets A, we are going to use that the
complement (in R) of a closed set is an open set. We have to be a little careful,
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however, as complements in R are not the same as complements in R. Note that if
O =R\ A is the complement of A in R, then O is open, and A = O°NR, where
O°¢ is the complement of O in R. Hence

fFHA) = FHONR) = fF7HO) N FH(R) € A 0

It is sometimes convenient to use other kinds of intervals than those in the
definition to check that a function is measurable:

Proposition 7.3.4. Let (X, A, u) be a measure space and consider a function
f: X = R. If either

(i) f71([~oo,7]) € A for allr € R, or

(ii) f1([r,o0]) € A for all T € R, or

(iii) f=((r,00]) € A for all r € R,

then f is measurable.

Proof. In either case we just have to check that f=1([—oco,r)) € A for all r € R.
This can be done by the techniques in the previous proof. The details are left to
the reader. O

The next result tells us that there are many measurable functions. Recall that
a Borel measure is a measure defined on the o-algebra generated by the open sets.

Proposition 7.3.5. Let (X, d) be a metric space and let i be a Borel or a completed
Borel measure on X. Then all continuous functions f: X — R are measurable.

Proof. Since f is continuous and takes values in R,

FH([=00,m)) = f7H((—00,7))
is an open set by Proposition [3.3.10| and measurable since the Borel o-algebra is
generated by the open sets. ([l

We shall now prove a series of results showing how we can obtain new mea-
surable functions from old ones. These results are not very exciting, but they
are necessary for the rest of the theory. Note that the functions in the next two
propositions take values in R and not R.

Proposition 7.3.6. Let (X, A, ) be a measure space. If f: X — R is measurable,
then ¢ o f is measurable for all continuous functions ¢: R — R. In particular, f?
18 measurable.

Proof. We have to check that
(¢o f) (=00, ) = (¢ ((—o0,7)))

is measurable. Since ¢ is continuous, ¢~!((—oo,7)) is open, and consequently
f~Y ¢ 1 ((—o0,7))) is measurable by Proposition [7.3.3] To see that f? is measur-
able, apply the first part of the theorem to the function ¢(z) = x2. O

Proposition 7.3.7. Let (X, A, 1) be a measure space. If the functions f,g: X — R
are measurable, so are f + g, f — g, and fg.
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Proof. To prove that f + g is measurable, observe first that f + g < r means that
f < r —g. Since the rational numbers are dense, it follows that there is a rational
number ¢ such that f < ¢ <r — g. Hence

(f +9) 7 ([~oo,r)) ={z e X|(f+g) <)
=J{zeX|fl@)<gpn{zeX|g<r—q}),

q€Q
which is measurable since Q is countable, and a countable union of measurable sets
is measurable. A similar argument proves that f — g is measurable.

To prove that fg is measurable, note that by Proposition [7.3.6| and what we
have already proved, f2, ¢, and (f + g)? are measurable, and hence

1
fo=5((f+9° - -9
is measurable (check the details). O

We would often like to apply the result above to functions taking values in
the extended real numbers, but the problem is that the expressions need not make
sense. As we shall mainly be interested in functions that are finite except on a set of
measure zero, there is a way out of the problem. Let us start with the terminology.

Definition 7.3.8. Let (X, A, ) be a measure space. We say that a measurable
function f: X — R is finite almost everywhere if the set {x € X : f(z) = +o0}
has measure zero. We say that two measurable functions f,g: X — R are equal
almost everywhere if the set {z € X : f(x) # g(x)} has measure zero. We usually
abbreviate “almost everywhere” by “a.e.”.

If the measurable functions f and g are finite a.e., we can modify them to get
measurable functions f’ and ¢’ which take values in R and are equal a.e. to f and
g, respectively (see Exercise 13). By the proposition above, f'+¢', f'—¢' and f'¢’
are measurable, and for many purposes they are good representatives for f + g,
f—gand fg.

Let us finally see what happens to limits of sequences
Proposition 7.3.9. Let (X, A, ) be a measure space. If {fn} is a sequence of

measurable functions fn,: X — R, then sup,cy fn(2), infren frn(z), limsup,,_, .
fn(x) and liminf, ., f,(x) are measurable. If the sequence converges pointwise,

then lim,, o frn(z) is a measurable function.
Proof. To see that f(z) = sup,,cy fn(2) is measurable, we use Proposition[7.3.4[(iii).
For any r € R,

F7H(roq]) ={z e X Sup fo(w) > 7}

= UJfreX : ful@) >t = £ (o)) € A,

neN neN

and hence f is measurable by Proposition [7.3.4[iii). A similar argument can be
used for inf, ey fr ().

Mf you are unfamiliar with the notions of lim inf and lim sup, take a look at Section [2:2)
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To show that limsup,, ., fn(z) is measurable, first observe that the functions
gk(x) = sup fn(x)
n>k
are measurable by what we have already shown. Since
li =1l = inf
imsup fy(2) = lim gi(x) = inf gi(),
(for the last equality, use that the sequence gi(z) is decreasing) the measurability
of limsup,,_, . fn(z) follows. A completely similar proof can be used to prove that

liminf, . fn(z) is measurable. Finally, if the sequence converges pointwise, then
lim,, o frn(2z) = limsup,,_, . fn(z) and is hence measurable. O

The results above are quite important. Mathematical analysis abounds in limit
arguments, and knowing that the limit function is measurable is often a key ingre-
dient in these arguments.

Exercises for Section
1. Show that if f: X — R is measurable, the sets f~*({oco}) and f~'({—oc0}) are
measurable.

2. Complete the proof of Proposition[7.3.3]by showing that f ' of the intervals (—oo, ),
(=00, 7], [r,00), (r,00), (—00,0), where r € R, are measurable.

3. Prove Proposition|7.3.4

4. Fill in the details in the proof of Lemma |7.3.20 Explain in particular why there is
only a countable number of rational intervals and why the open set G is the union
of the rational intervals contained in it.

5. Show that if fi1, fa,..., fn are measurable functions with values in R, then f; + f2 +

-+ fnand fife-...- fn, are measurable.
6. The indicator function of a set A C X is defined by
1 ifzeAd
lA(.T) =

0 otherwise.

a) Show that 14 is a measurable function if and only if A € A.
b) A simple function is a function f: X — R of the form

f(x) = ZailAi ($)7

where a1,a2,...,a, € R and Ay, As,..., A, € A. Show that all simple func-
tions are measurable.
7. Show that if f: X — R is measurable, then f~!(B) € A for all Borel sets B (it may
help to take a look at Exercise 7.1.10).

8. Let {E,} be a disjoint sequence of measurable sets such that |J,- , E, = X, and let
{fn} be a sequence of measurable functions. Show that the function defined by

f(z) = fo(z) when z € E,
is measurable.

9. Fill in the details of the proof of the fg part of Proposition[7.3.7] You may want to
h

prove first that if h: X — R is measurable, then so is 3.

10. Prove the inf- and the lim inf-part of Proposition|7.3.9
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11. Let us write f ~ g to denote that f and g are two measurable functions which are

equal a.e. Show that ~ is an equivalence relation, i.e.:
i) f~

(ii) If f ~ g, then g ~ f.

(iii) If f ~ g and g ~ h, then f ~ h.

12. Let (X, A, u) be a measure space.

a) Assume that the measure space is complete. Show that if f: X — R is mea-
surable and g: X — R equals f almost everywhere, then ¢ is measurable.

b) Show by example that the result in a) does not hold without the completeness
condition. You may, e.g., use the measure space in Exercise 7.2.1.

13. Assume that the measurable function f: X — R is finite a.e. Define a new function

f'* X - Rby
f(x) if f(x) is finite
fl(@) =
0 otherwise.
Show that f’ is measurable and equal to f a.e.

14. A sequence { f,} of measurable functions is said to converge almost everywhere to f
if there is a set A of measure 0 such that f,(z) — f(x) for all x ¢ A.

a) Show that if the measure space is complete, then f is necessarily measurable.
b) Show by example that the result in a) doesn’t hold without the completeness
assumption (take a look at Problem 12 above).

15. Let X be a set and F a collection of functions f: X — R. Show that there is a
smallest o-algebra A on X such that all the functions f € F are measurable with
respect to A (this is called the o-algebra generated by F). Show that if X is a metric
space and all the functions in F are continuous, then A C B, where B is the Borel
o-algebra.

7.4. Integration of simple functions

We are now ready to look at integration. The integrals we shall work with are of
the form [ fdu, where f is a measurable function and p is a measure, and the
theory is at the same time a refinement and a generalization of the classical theory
of Riemann integration that you know from calculus.

It is a refinement because if we choose u to be the one-dimensional Lebesgue
measure, the new integral | f dp equals the traditional Riemann integral [ f(z) dz
for all Riemann integrable functions, but is defined for many more functions. The
same holds in higher dimensions: If y is m-dimensional Lebesgue measure, then
[ fdp equals the Riemann integral [ f(z1,...,xy)dz; ... dx, for all Riemann in-
tegrable functions, but is defined for many more functions. The theory is also a
vast generalization of the old one as it will allow us to integrate functions on all
measure spaces and not only on R”.

One of the advantages of the new (Lebesgue) theory is that it will allow us to
interchange limits and integrals:

lim [ f. d,u:/ lim f, du
n—oo n—o0

in much greater generality than before. Such interchanges are of great importance in
many arguments, but are problematic for the Riemann integral as there is in general
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no reason why the limit function lim,, .. f, should be Riemann integrable even
when the individual functions f,, are. According to Proposition [7.3.9] lim,,_, f,, is
measurable whenever the f,,’s are, and this makes it much easier to establish limit
theorems for the new kind of integrals.

We shall develop integration theory in three steps: In this section we shall look
at integrals of so-called simple functions which are generalizations of step func-
tions; in the next section we shall introduce integrals of nonnegative measurable
functions; and in Section we shall extend the theory to functions taking both
positive and negative values.

Throughout this section we shall be working with a measure space (X, A, u).
If A is a subset of X, we define its indicator function by

1 ifzeAd

1a(z) =
0 otherwise.

The indicator function is measurable if and only if A is measurable.
A measurable function f: X — R is called a simple function if it takes only
finitely many different values aq, as,...,a,. We may then write
n
fla) =) aila,(z),
i=1
where the sets A; = {x € X | f(z) = a;} are disjoint and measurable. Note that if
one of the a;’s is zero, the term does not contribute to the sum, and it is occasionally
convenient to drop it.

If we instead start with measurable sets Bi, Bo,..., B, and real numbers
bl, bg, “oe ,bm, then

o(@) =3 bils, (@)

is measurable and takes only finitely many values, and hence is a simple function.
The difference between f and g is that the sets A1, As, ..., A, in f are disjoint with
union X, and that the numbers a1, as,...,a, are distinct. The same need not be
the case for g. We say that the simple function f is on standard form, while g is
not (unless, of course, the b;’s happen to be distinct and the sets B; are disjoint
and make up all of X).

You may think of a simple function as a generalized step function. The dif-
ference is that step functions are constant on intervals (in R), rectangles (in R?),
or boxes (in higher dimensions), while a simple function need only be constant on
much more complicated (but still measurable) sets.

We can now define the integral of a nonnegative simple function.

Definition 7.4.1. Assume that

f(IL’) = ZailAz‘ (IL‘)
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18 a nonnegative simple function on standard form. Then the integral of f with

respect to u is defined by
[ Fn=3 a4
i=1

Recall that we are using the convention that 0-oco = 0, and hence a;u(A;) = 0 if
a; =0 and u(A;) = oc.

Note that the integral of an indicator function is
/ 14 dp = p(A).

To see that the definition is reasonable, assume that you are in R2. Since u(A;)
measures the area of the set A;, the product a;u(A;) measures in an intuitive way
the volume of the solid with base A; and height a;.

We need to know that the formula in the definition also holds when the simple
function is not on standard form. The first step is the following simple lemma:

Lemma 7.4.2. If
9(@) = > bi1s, (@)
j=1

is a nonnegative simple function where the B;’s are disjoint and X = U;nzl B;,

then
/gdu = biu(By).
j=1

Proof. The problem is that the values by, b, ..., b,, need not be distinct, but this
is easily fixed: If ¢1, ¢, ..., cx are the distinct values taken by g, let b;,, bj,,. .. ,bi,
be the b;’s that are equal to ¢;, and let C; = B; UB;,U.. UB,,, (make a drawing!).
Then u(C;i) = pu(Bi,) + u(Biy) + ... + u(Bi,, ), and hence

m k
Z bjn(B;) = Z cip(Ci).

Since g(z) = Zle ¢ile, (x) is the standard form representation of g, we have
/gdﬂ = cip(Ci) = biu(By),
=1 j=1

and the lemma is proved. O

The next step is also easy:

Proposition 7.4.3. Assume that f and g are two monnegative simple functions,
and let ¢ be a nonnegative, real number. Then

(i) [efdu=c [ fdu
(i) [(f+9)du= [ fdu+ [gdpu.
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Proof. (i) is left to the reader. To prove (ii), let

fla) =Y aila,(@)

9(z) = Y b1n, (@)

be standard form representations of f and g, and define C; ; = A; N B;. By the

lemma. above,
/fdu = aip(Ci;)
4,J

and
/gdu = b;u(Ciy)
(2]
and also
[+ g)du= Y (@i +b)u(Co),
2]
since the value of f 4+ g on Cj ; is a; + b;. O

Remark: Using induction, we can extend part (ii) above to longer sums:

/m+ﬁ+m+mmm/ﬁ@+/ﬁW+m+/nw

for all nonnegative, simple functions f1, fs,..., fn.

We can now prove that the formula in Definition holds for all representa-
tions of simple functions, and not only the standard ones:
Corollary 7.4.4. If f(z) =) _,_, a;14,(x) is a step function with a; > 0 for all 3,
then

/fdﬂ = Zn:aiM(Ai)-

=1

Proof. By the results above

/fd,u = /ZailAi dy = Z/ailAi dy = Zai/lAi dp = Zam(Ai),
i=1 i=1 i=1 i=1

which proves the result. O

We need to prove yet another almost obvious result. We write g < f to say
that g(z) < f(x) for all x.

Proposition 7.4.5. Assume that f and g are two nmonnegative simple functions.

If g < f, then
/gdué/fdﬂ-
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Proof. Since f, g, and f — g are nonnegative simple functions, we have

[tau=[ta+-aydn=[gdu+ [(r-grdu= [gan

by Proposition|7.4.3(ii). O

We shall end this section with a key result on limits of integrals, but first we
need some notation. Observe that if f = Y"1 | a;14, is a simple function and B
is a measurable set, then 1gf = Z?Zl a;14,np is also a simple function. We shall

write
/ fdp = / 15/ dy
B

and call this the integral of f over B. The lemma below may seem obvious, but it
is the key to many later results.

Lemma 7.4.6. Assume that B is a measurable set, b a nonnegative real num-
ber, and {fn} an increasing sequence of nonnegative simple functions such that
lim,, o0 frn(z) > b for all x € B. Then lim,,_, o fB frndu > bu(B).

Proof. Observe first that we may assume that b > 0 and p(B) > 0 as otherwise
the conclusion obviously holds. Let a be any positive number less than b, and define
A, ={z € B| fu(x) > a}.

Since f,,(x) 1 b for all x € B, we see that the sequence {4,,} is increasing and that

B= []A

By continuity of measure (Proposition[7.1.5h)), u(B) = lim,, o 1(A,), and hence
for any positive number m less that pu(B), we can find an N € N such that u(A,) >
m when n > N. Since f,, > a on A,,, we thus have

/fnd,uZ/ ady = am
B A,

whenever n > N. Since this holds for any number a less than b and any number m
less than p(B), we must have lim,, o [ fn dp > bu(B). O

To get the result we need, we extend the lemma to simple functions:

Proposition 7.4.7. Let g be a nonnegative simple function and assume that {f,,}
is an increasing sequence of nonnegative simple functions such that lim, o fn(x) >
g(x) for all x. Then

lim fnduz/gdu-

n— oo

Proof. Let g(z) = >, bj1p, (x) be the standard form of g. If any of the b;’s is
zero, we just drop that term in the sum, so that we from now on assume that all
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the b;’s are nonzero. By Proposition|7.4.3[ii), we have

/ fnd/j’:/(lB1+1BQ+"'+1Bm)fnd/j’
B1UBsU...UB,,
[ fadut [ goduron [ pau=3" [ ade
Bq Bs B, i=1 Y B
By the lemma, lim, o [5 fndp > bip(B;), and hence

lim [ f,dp > lim fndp = lim Z/ fndu
n— 00 n—00 — /B,

n—=%0 JBUB,U...UB,»,
=St [ fadn= > b5 = [ g =
im1 0B, i=1

We are now ready to extend the integral to all positive, measurable functions.
This will be the topic of the next section.

Exercises for Section
1. Show that if f is a measurable function, then the level set
Ao ={z € X[ f(z) = a}
is measurable for all a € R.
2. Check that according to Definition[T.4.1] [14 du = p(A) for all A € A.
3. Prove part (i) of Proposition[7.4.3

4. Show that if fi, fa,..., fn are simple functions, then so are

h(fL’) = max{f1(:c), fg(l’), s 7fn(x)}
and
h(z) = min{f1(z), fa(z), ..., fu(z)}.

5. Let p be Lebesgue measure, and define A = Q N [0,1]. The function 14 is not
integrable in the Riemann sense. What is [ 14 du?

6. Let f be a nonnegative, simple function on a measure space (X, A, u). Show that

uB) = [ s

defines a measure v on (X, A).

7.5. Integrals of nonnegative functions

We are now ready to define the integral of a general nonnegative, measurable func-
tion. Throughout the section, (X, A, 1) is a measure space.

Definition 7.5.1. If f: X — R is measurable, we define

/fd,u = sup {/gd,u | g is a nonnegative simple function, g < f} .



