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## To my teachers

Heinrich Bebnke and Heinz Hopf

## Preface to the first edition

In recent years new topological methods, especially the theory of sheaves founded by J. Leray, have been applied successfully to algebraic geometry and to the theory of functions of several complex variables.
H. Cartan and J.-P. Serre have shown how fundamental theorems on holomorphically complete manifolds (Stein manifolds) can be formulated in terms of sheaf theory. These theorems imply many facts of function theory because the domains of holomorphy are holomorphically complete. They can also be applied to algebraic geometry because the complement of a hyperplane section of an algebraic manifold is holomorphically complete. J.-P. Serre has obtained important results on algebraic manifolds by these and other methods. Recently many of his results have been proved for algebraic varieties defined over a field of arbitrary characteristic. K. Kodaira and D. C. Spencer have also applied sheaf theory to algebraic geometry with great success. Their methods differ from those of Serre in that they use techniques from differential geometry (harmonic integrals etc.) but do not make any use of the theory of Stein manifolds. M. F. Atiyah and W. V. D. Hodge have dealt successfully with problems on integrals of the second kind on algebraic manifolds with the help of sheaf theory.

I was able to work together with K. Kodaira and D. C. Spencer during a stay at the Institute for Advanced Study at Princeton from 1952 to 1954. My aim was to apply, alongside the theory of sheaves, the theory of characteristic classes and the new results of R. Tном on differentiable manifolds. In connection with the applications to algebraic geometry I studied the earlier research of J. A. Todd. During this time at the Institute I collaborated with A. Borel, conducted a long correspondence with Тном and was able to see the correspondence of Kodaira and Spencer with Serre. I thus received much stimulating help at Princeton and I wish to express my sincere thanks to A. Borel, K. Kodaira, J.-P. Serre, D. C. Spencer and R. Thom.

This book grew out of a manuscript which was intended for publication in a journal and which contained an exposition of the results obtained during my stay in Princeton. Professor F. K. Schmidt invited me to use it by writing a report for the "Ergebnisse der Mathematik". Large parts of the original manuscript have been taken over unchanged, while other parts of a more expository nature have been expanded. In this way the book has become a mixture between a report, a textbook
and an original article. I wish to thank Professor F. K. Schmidt for his great interest in my work.

I must thank especially the Institute for Advanced Study at Princeton for the award of a scholarship which allowed me two years of undisturbed work in a particularly stimulating mathematical atmosphere. I wish to thank the University of Erlangen which gave me leave of absence during this period and which has supported me in every way; the Science Faculty of the University of Münster, especially Professor H. Behnke, for accepting this book as a Habilitationsschrift; and the Society for the Advancement of the University of Münster for financial help during the final preparation of the manuscript. I am indebted to R. Remmert and G. Scheja for their help with the proofs, and to H.-J. Nastold for preparing the index. Last, but not least, I wish to thank the publishers who have generously complied with all my wishes.

Fine Hall, Princeton<br>\section*{F. Hirzebruch}

23 January 1956

## Preface to the third edition

In the ten years since the publication of the first edition, the main results have been extended in several directions. On the one hand the Riemann-Roch theorem for algebraic manifolds has been generalised by Grothendieck to a theorem on maps of projective algebraic varieties over a ground field of arbitrary characteristic. On the other hand Atiyah and Singer have proved an index theorem for elliptic differential operators on differentiable manifolds which includes, as a special case, the Riemann-Roch theorem for arbitrary compact complex manifolds.

There has been a parallel development of the integrality theorems for characteristic classes. At first these were proved for differentiable manifolds by complicated deductions from the almost complex and algebraic cases. Now they can be deduced directly from theorems on maps of compact differentiable manifolds which are analogous to the RiemannRoch theorem of Grothendieck. A basic tool is the ring $K(X)$ formed from the semi-ring of all isomorphism classes of complex vector bundles over a topological space $X$, together with the Botr periodicity theorem which describes $K(X)$ when $X$ is a sphere. The integrality theorems also follow from the Atiyah-Singer index theorem in the same way that the integrality of the ToDD genus for algebraic manifolds follows from the Riemann-Roch theorem.

Very recently Atiyah and Bott obtained fixed point theorems of the type first proved by Lefschetz. A holomorphic map of a compact
complex manifold $V$ operates, under certain conditions, on the cohomology groups of $V$ with coefficients in the sheaf of local holomorphic sections of a complex analytic vector bundle $W$ over $V$. For a special class of holomorphic maps, Atiyah and Bott express the alternating sum of the traces of these operations in terms of the fixed point set of the map. For the identity map this reduces to the Riemann-Roch theorem. Another application yields the formulae of Langlands (see 22.3) for the dimensions of spaces of automorphic forms. Atiyah and Bott carry out these investigations for arbitrary elliptic operators and differentiable maps, obtaining a trace formula which generalises the index theorem. Their results have a topological counterpart which generalises the integrality theorems.

The aim of the translation has been to take account of these developments - especially those which directly involve the Todd genus within the framework of the original text. The translator has done this chiefly by the addition of bibliographical notes to each chapter and by a new appendix containing a survey, mostly without proofs, of some of the applications and generalisations of the Riemann-Roch theorem made since 1956. The fixed point theorems of Atiyah and Bott could be mentioned only very briefly, since they became known after the manuscript for the appendix had been finished. A second appendix consists of a paper by A. Borel which was quoted in the first edition but which has not previously been published. Certain amendments to the text have been made in order to increase the usefulness of the book as a work of reference. Except for Theorems 2.8.4, 2.9.2, 2.11.2, 4.11.1-4.11.4, 10.1.1, 16.2 .1 and 16.2 .2 in the new text, all theorems are numbered as in the first edition.

The author thanks R. L. E. Schwarzenberger for his efficient work in translating and editing this new edition, and for writing the new appendix, and A. Borel for allowing his paper to be added to the book.

We are also grateful to Professor F. K. Schmidt for suggesting that this edition should appear in the "Grundlehren der mathematischen Wissenschaften", to D. Arlt, E. Brieskorn and K. H. Mayer for checking the manuscript, and to Ann Garfield for preparing the typescript. Finally we wish to thank the publishers for their continued cooperation.

Bonn and Coventry
F. Hirzebruch

23 January 1966
R. L. E. Schwarzenberger
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## Introduction

The theory of sheaves, developed and applied to various topological problems by Leray [1], [2] ${ }^{1}$ ), has recently been applied to algebraic geometry and to the theory of functions of several complex variables. These applications, due chiefly to Cartan, Serre, Kodaira, Spencer, Atiyah and Hodge have made possible a common systematic approach to both subjects. This book makes a further contribution to this development for algebraic geometry. In addition it contains applications of the results of Tном on cobordism of differentiable manifolds which are of independent interest. Sheaf theory and cobordism theory together provide the foundations for the present results on algebraic manifolds. This introduction gives an outline ( $0.1-0.8$ ) of the results in the book. It does not contain precise definitions; these can be found by reference to the index. Remarks on terminology and notations used throughout the book are at the end of the introduction (0.9).
0.1. A compact complex manifold $V$ (not necessarily connected) is called an algebraic manifold if it admits a complex analytic embedding as a submanifold of a complex projective space of some dimension. By a theorem of Chow [1] this definition is equivalent to the classical definition of a non-singular algebraic variety. Algebraic manifolds in this sense are often also called non-singular projective varieties. In $0.1-0.6$ we consider only algebraic manifolds.

Let $V_{n}$ be an algebraic manifold of complex dimension $n$. The arithmetic genus of $V_{n}$ has been defined in four distinct ways. The postulation formula (Hilbert characteristic function) can be used to define integers $p_{a}\left(V_{n}\right)$ and $P_{a}\left(V_{n}\right)$. These are the first two definitions. Severi conjectured that

$$
\begin{equation*}
p_{a}\left(V_{n}\right)=P_{a}\left(V_{n}\right)=g_{n}-g_{n-1}+\cdots+(-1)^{n-1} g_{1}, \tag{1}
\end{equation*}
$$

where $g_{i}$ is the number of complex-linearly independent holomorphic differential forms on $V_{n}$ of degree $i$ ( $i$-fold differentials of the first kind). The alternating sum of the $g_{i}$ can be regarded as a third definition of the arithmetic genus. Further details can be found, for instance, in Severi [1]. Equation (1) can be proved easily by means of sheaf theory (KodairaSpencer [1]) and therefore the first three definitions of the arithmetic genus agree.

[^1]The form of the alternating sum of $g_{i}$ in (1) is inconvenient and we modify the classical definition slightly. We call

$$
\begin{equation*}
\chi\left(V_{n}\right)=\sum_{i=0}^{n}(-1)^{i} g_{i} \tag{2}
\end{equation*}
$$

the arithmetic genus of the algebraic manifold $V_{n}$. The integer $g_{0}$ in (2) is the number of linearly independent holomorphic functions on $V_{n}$ and is therefore equal to the number of connected components of $V_{n}$. It is usual to call $g_{n}$ the geometric genus of $V_{n}$ and $g_{1}$ the irregularity of $V_{n}$. In the case $n=1$ a connected algebraic curve $V_{1}$ is a compact Riemann surface homeomorphic to a sphere with $p$ handles. Then $g_{n}=g_{1}=p$ and the arithmetic genus of $V_{1}$ is $1-p$. The arithmetic genus and the geometric genus behave multiplicatively:

The genus of the cartesian product $V \times W$ of two algebraic manifolds is the product of the genus of $V$ and the genus of $W$.

Under the old terminology the arithmetic genus clearly does not have this property. The arithmetic genus $\chi\left(V_{n}\right)$ is a birational invariant because each $g_{i}$ is a birational invariant (Kähler [1] and van der Waerden [1], [2]). Under the old terminology the arithmetic genus of a rational variety is 0 . According to the present definition it is 1 .
0.2. The fourth definition of the arithmetic genus is due to Todd [1]. He showed in 1937 that the arithmetic genus could be represented in terms of the canonical classes of Eger-Todd (Todd [3]). The proof is however incomplete: it relies on a lemma of Severi for which no complete proof exists in the literature.

The Eger-Todd class $K_{i}$ of $V_{n}$ is by definition an equivalence class of algebraic cycles of real dimension $2 n-2 i$. The equivalence relation implies, but does not in general coincide with, the relation of homology equivalence. For example $K_{1}(=K)$ is the class of canonical divisors of $V_{n}$. (A divisor is canonical if it is the divisor of a meromorphic $n$-form.) The equivalence relation for $i=1$ is linear equivalence of divisors. The class $K_{i}$ defines a ( $2 n-2 i$ )-dimensional homology class. This determines a $2 i$-dimensional cohomology class which agrees (up to sign) with the Chern class $c_{i}$ of $V_{n}$. This "agreement" between the Eger-Todd classes and the Chern classes was proved by Nakano [2] (see also Chern [2], Hodge [3] and Atiyah [3]).

Remark: The sign of the $2 i$-dimensional cohomology class determined by $K_{i}$ depends on the orientation of $V_{n}$. We shall always use the natural orientation of $V_{n}$. If $z_{1}, z_{2}, \ldots, z_{n}$ are local coordinates with $z_{k}=x_{k}+i y_{k}$ then this orientation is given by the ordering $x_{1}, y_{1}$, $x_{2}, y_{2}, \ldots, x_{n}, y_{n}$ or in other words by the positive volume element $d x_{1} \wedge d y_{1} \wedge d x_{2} \wedge d y_{2} \wedge \cdots \wedge d x_{n} \wedge d y_{n}$. In this case $K_{i}$ determines the cohomology class $(-1)^{i} c_{i}$.

In this book we use only the Chern classes and so the fact that the Eger-Todd classes agree with the Chern classes is not needed. The definition of the Todd genus $T\left(V_{n}\right)$ is given in terms of the Chern classes. One of the chief purposes of this book is then to prove that $\chi\left(V_{n}\right)=T\left(V_{n}\right)$.
0.3. The natural orientation of $V_{n}$ defines an element of the $2 n$ dimensional integral homology group $H_{2 n}\left(V_{n}, \mathbf{Z}\right)$ called the fundamental cycle of $V_{n}$. The value of a $2 n$-dimensional cohomology class $b$ on the fundamental cycle is denoted by $b\left[V_{n}\right]$.

The definition of $T\left(V_{n}\right)$ is in terms of a certain polynomial $T_{n}$ of weight $n$ in the Chern classes $c_{i}$ of $V_{n}$, the products being taken in the cohomology ring of $V_{n}$. This polynomial is defined algebraically in § 1 ; it is a rational $2 n$-dimensional cohomology class whose value on the fundamental cycle is by definition $T\left(V_{n}\right)$. For small $n$ (see 1.7)
$T\left(V_{1}\right)=\frac{1}{2} c_{1}\left[V_{1}\right], T\left(V_{2}\right)=\frac{1}{12}\left(c_{1}^{2}+c_{2}\right)\left[V_{2}\right], T\left(V_{3}\right)=\frac{1}{24} c_{1} c_{2}\left[V_{3}\right]$.
The definition implies that $T\left(V_{n}\right)$ is a rational number. The equation $\chi\left(V_{n}\right)=T\left(V_{n}\right)$ implies the non-trivial fact that $T\left(V_{n}\right)$ is an integer and that $T\left(V_{n}\right)$ is a birational invariant. The sequence of polynomials $\left\{T_{n}\right\}$ must be chosen so that, like the arithmetic genus, $T\left(V_{n}\right)$ behaves multiplicatively on cartesian products. There are many sequences with this property: it is sufficient for $\left\{T_{n}\right\}$ to be a multiplicative sequence (§ 1). The sequence $\left\{T_{n}\right\}$ must be further chosen so that $T\left(V_{n}\right)$ agrees with $\chi\left(V_{n}\right)$ whenever possible. In particular if $\mathbf{P}_{n}(\mathbf{C})$ denotes the $n$ dimensional complex projective space then $T\left(\mathbf{P}_{n}(\mathbf{C})\right)=1$ for all $n$. This condition is used in § 1 to determine the multiplicative sequence $\left\{T_{n}\right\}$ uniquely (Lemma 1.7.1).

For fixed $n$ the polynomial $T_{n}$ is determined uniquely by the following property: $T_{n}\left[V_{n}\right]=1$ if $V=\mathbf{P}_{j_{1}}(\mathbf{C}) \times \cdots \times \mathbf{P}_{j_{r}}(\mathbf{C})$ is a cartesian product of complex projective spaces with $j_{1}+\cdots+j_{r}=n$. Therefore $T_{n}$ is the unique polynomial which takes the value 1 on all rational manifolds of dimension $n$.
0.4. The divisors of the algebraic manifold $V_{n}$ can be formed into equivalence classes with respect to linear equivalence. A divisor is linearly equivalent to zero if it is the divisor $(f)$ of a meromorphic function $f$ on $V_{n}$. This equivalence is compatible with addition of divisors and therefore the divisor classes form an additive group. We can also consider complex analytic line bundles (with fibre $\mathbf{C}$ and group $\mathbf{C}^{*}$; see 0.9 ) over $V_{n}$. In this introduction we identify isomorphic line bundles (see 0.9). Then the line bundles form an abelian group with respect to the tensor product $\otimes$. The identity element, denoted by 1 , is the trivial complex line bundle $X \times \mathbf{C}$. The inverse of a complex line bundle $F$ is denoted by $F^{-\mathbf{1}}$. The group of line bundles is isomorphic to the group of divisor classes:

Every divisor determines a line bundle. The sum of two divisors determines the tensor product of the corresponding line bundles. Two divisors determine the same line bundle if and only it they are linearly equivalent. Finally, every line bundle is determined by some divisor (KodairaSpencer [2]). Denote by $H^{0}\left(V_{n}, D\right)$ the complex vector space of all meromorphic functions $f$ on $V_{n}$ such that $D+(f)$ is a divisor with no poles. $H^{0}\left(V_{n}, D\right)$ is the "Riemann-Roch space" of $D$ and is finite dimensional. The dimension $\operatorname{dim} H^{0}\left(V_{n}, D\right)$ depends only on the divisor class of $D$. The determination of $\operatorname{dim} H^{0}\left(V_{n}, D\right)$ for a given divisor $D$ is the Riemann-Roch problem. If $F$ is the line bundle corresponding to the divisor $D$ then $H^{0}\left(V_{n}, D\right)$ is isomorphic to $H^{0}\left(V_{n}, F\right)$, the complex vector space of holomorphic sections of $F$.
0.5. It has already been said that one aim of this work is to prove the equation

$$
\begin{equation*}
\chi\left(V_{n}\right)=T\left(V_{n}\right) . \tag{4}
\end{equation*}
$$

The Chern number $c_{n}\left[V_{n}\right]$ is equal to the Euler-Poincare characteristic of $V_{n}$. Therefore equation (4) gives, for a connected algebraic curve $V$ homeomorphic to a sphere with $p$ handles:

$$
\begin{equation*}
\chi\left(V_{1}\right)=T\left(V_{1}\right)=\frac{1}{2} c_{1}\left[V_{1}\right]=\frac{1}{2}(2-2 p) . \tag{1}
\end{equation*}
$$

The Riemann-Roch theorem for algebraic curves states (see for instance Weyl [1]):

$$
\begin{equation*}
\operatorname{dim} H^{0}\left(V_{1}, D\right)-\operatorname{dim} H^{0}\left(V_{1}, K-D\right)=d+1-p \tag{1}
\end{equation*}
$$

where $d$ is the degree of the divisor $D$ and $K$ is a canonical divisor of $V_{1}$. Since $\operatorname{dim} H^{0}\left(V_{1}, K\right)=g_{1}$ the substitution $D=0$ in ( $4_{1}^{*}$ ) gives ( $4_{1}$ ). It will be shown that for algebraic manifolds of arbitrary dimension equation (4) admits a generalisation which corresponds precisely to the generalisation ( $4_{1}^{*}$ ) of $\left(4_{1}\right)$. This generalisation will be given in terms of line bundles rather than divisors.

Let $F$ be a complex analytic line bundle and let $H^{i}\left(V_{n}, F\right)$ be the $i$-th cohomology group of $V_{n}$ with coefficients in the sheaf of germs of local holomorphic sections of $F$. In the case $F=1$ this is the sheaf of germs of local holomorphic functions. The cohomology "group" $H^{i}\left(V_{n}, F\right)$ is a complex vector space which, by results of Cartan-Serre [1] (see also Cartan [4]) and Kodaira [3], is of finite dimension. The vector space $H^{0}\left(V_{n}, F\right)$ is the "Riemann-Roch space" of $F$ defined in 0.4. A theorem of Dolbeault [1] implies that $\operatorname{dim} H^{i}\left(V_{n}, 1\right)=g_{i}$. The integer $\operatorname{dim} H^{i}\left(V_{n}, F\right)$ depends only on the isomorphism class of $F$ and is zero for $i>n$. It is therefore possible to define

$$
\begin{equation*}
\chi\left(V_{n}, F\right)=\sum_{i=0}^{n}(-1)^{i} \operatorname{dim} H^{i}\left(V_{n}, F\right) \tag{5}
\end{equation*}
$$

This is the required generalisation of the left hand side of (4). It will be shown that $\chi\left(V_{n}, F\right)$ can be expressed as a certain polynomial in the Chern classes of $V_{n}$ and a 2-dimensional cohomology class $f$ determined by the line bundle $F$. Here $f$ is the first Chern class of $F$ (the cohomology obstruction to the existence of a continuous never zero section of $F$ ). If $F$ is represented by a divisor $D$ then $f$ is also determined by the ( $2 n-2$ )dimensional homology class corresponding to $D$. For small $n$,
$\chi\left(V_{1}, F\right)=\left(f+\frac{1}{2} c_{1}\right)\left[V_{1}\right], \quad \chi\left(V_{2}, F\right)=\left(\frac{1}{2}\left(f^{2}+f c_{1}\right)+\frac{1}{12}\left(c_{1}^{2}+c_{2}\right)\right)\left[V_{2}\right]$,
$\chi\left(V_{3}, F\right)=\left(\frac{1}{6} f^{3}+\frac{1}{4} f^{2} c_{1}+\frac{1}{12} f\left(c_{1}^{2}+c_{2}\right)+\frac{1}{24} c_{1} c_{2}\right)\left[V_{3}\right]$.
This is the generalisation of the Riemann-Roch theorem to algebraic manifolds of arbitrary dimension (Theorem 20.3.2). By the Serre duality theorem (see 15.4.2) $\operatorname{dim} H^{1}\left(V_{1}, F\right)=\operatorname{dim} H^{0}\left(V_{1}, K \otimes F^{-1}\right)$ and $\operatorname{dim} H^{2}\left(V_{2}, F\right)=\operatorname{dim} H^{0}\left(V_{2}, K \otimes F^{-1}\right)$ where $K$ denotes the line bundle determined by canonical divisors. It follows that the equations for $\chi\left(V_{1}, F\right)$ and $\chi\left(V_{2}, F\right)$ imply the classical Riemann-Roch theorem for an algebraic curve and for an algebraic surface. Full details are given in 19.2 and 20.7.

Kodarra [4] and Serre have given conditions under which $\operatorname{dim} H^{i}\left(V_{n}, F\right)=0$ for $i>0$ (see Theorem 18.2.2 and Cartan [4], Exposé XVIII). The definition of $\chi\left(V_{n}, F\right)$ in (5) then shows that our formula for $\chi\left(V_{n}, F\right)$ yields a formula for $H^{0}\left(V_{n}, F\right)$. In such cases the "Riemann-Roch problem" stated in 0.4 is completely solved. This corresponds for algebraic curves to the well known fact that the term $\operatorname{dim} H^{0}\left(V_{1}, K-D\right)$ in ( $4_{1}^{*}$ ) is zero if $d>2 p-2$.
0.6. There is a further generalisation of equation (4). Let $W$ be a complex analytic vector bundle over $V_{n}$ [with fibre $\mathbf{C}_{q}$ and group $\mathbf{G L}(q, \mathbf{C})$; see 0.9]. Let $H^{i}\left(V_{n}, W\right)$ be the $i$-th cohomology group of $V_{n}$ with coefficients in the sheaf of germs of local holomorphic sections of $W$. Then $H^{i}\left(V_{n}, W\right)$ is again a complex vector space of finite dimension and $\operatorname{dim} H^{i}\left(V_{n}, W\right)$ is zero for $i>n$. It is therefore possible to define

$$
\begin{equation*}
\chi\left(V_{n}, W\right)=\sum_{i=0}^{n}(-1)^{i} \operatorname{dim} H^{i}\left(V_{n}, W\right) \tag{6}
\end{equation*}
$$

It was conjectured by Serre, in a letter to Kodaira and Spencer (29 September 1953), that $\chi\left(V_{n}, W\right)$ could be expressed as a polynomial in the Chern classes of $V_{n}$ and the Chern classes of $W$. We shall obtain an explicit formula for the polynomial of $\chi\left(V_{n}, W\right)$. This is the RiemannRoch theorem for vector bundles (Theorem 21.1.1). A corollary in the case $n=1$ (algebraic curves) is the generalisation of the Riemann-Roch theorem due to Weil [1]. Full details are given in 21.1.

The result on $\chi\left(V_{n}, W\right)$ can be applied to particular vector bundles over $V_{n}$. We define (see Kodaira-Spencer [3])

$$
\begin{equation*}
\chi^{p}\left(V_{n}\right)=\chi\left(V_{n}, \lambda^{p} T\right) \tag{7}
\end{equation*}
$$

where $\lambda^{p} \boldsymbol{T}$ is the vector bundle of covariant $p$-vectors of $V_{n}$. The Chern classes of $\lambda^{p} \boldsymbol{T}$ can be expressed in terms of the Chern classes of $V_{n}$ (Theorem 4.4.3). Therefore $\chi^{p}\left(V_{n}\right)$ is a polynomial of weight $n$ in the Chern classes of $V_{n}$. By a theorem of Dolbeault [1], $\operatorname{dim} H^{q}\left(V_{n}, \lambda^{p} \mathbf{T}\right)$ is the number $h^{\boldsymbol{p}, \boldsymbol{q}}$ of complex-linearly independent harmonic forms on $V_{n}$ of type $(p, q)$. Therefore $\chi^{p}\left(V_{n}\right)=\sum_{q=0}^{n}(-1)^{q} h^{p, q}$. For example, in the case $n=4$, there is an equation
$\chi^{1}\left(V_{4}\right)=h^{1,0}-h^{1,1}+h^{1,2}-h^{1,3}+h^{1,4}=4 \chi\left(V_{4}\right)-\frac{1}{12}\left(2 c_{4}+c_{3} c_{1}\right)\left[V_{4}\right]$.
The sum $\sum_{p=0}^{n} \chi^{p}\left(V_{n}\right)$ is clearly zero for $n$ odd. The alternating sum $\sum_{p=0}^{n}(-1)^{p} \chi^{p}\left(V_{n}\right)$ is by theorems of DE Rham and Hodge equal to the Euler-Poincare characteristic $c_{i t}\left[V_{n}\right]$ of $V_{n}$. The polynomials for $\chi^{p}\left(V_{n}\right)$ have the same properties. Hodge [4] proved that for $n$ even the sum $\sum_{p=0}^{n} \chi^{p}\left(V_{n}\right)$ is equal to the index of $V_{n}$. By definition the index of $V_{n}$ is the signature (number of positive eigenvalues minus number of negative eigenvalues) of the bilinear symmetric form $x y\left[V_{n}\right]\left(x, y \in H^{n}\left(V_{n}, \mathbf{R}\right)\right)$ on the $n$-dimensional real cohomology group of $V_{n}$. Therefore the index of $V_{n}$ is a polynomial in the Chern classes of $V_{n}$. This polynomial can actually be expressed as a polynomial in the Pontrjagin classes of $V_{n}$ and is therefore defined for any oriented differentiable manifold.
0.7. We have just remarked that the main result of this book [the expression of $\chi\left(V_{n}, W\right)$ as a certain polynomial in the Chern classes of $V_{n}$ and $W$ ] implies that the index of an algebraic manifold $V_{2 k}$ can be expressed as a polynomial in the Pontrjagin classes of $V_{2 k}$. In fact this theorem is the starting point of our investigation. Let $M^{4 k}$ be an oriented differentiable manifold of real dimension $4 k$. In this work "differentiable" always means " $C^{\infty}$-differentiable" so that all partial derivatives exist and are continuous. The orientation of $M^{4 k}$ defines a $4 k$-dimensional fundamental cycle. The value of a $4 k$-dimensional cohomology class $b$ on the fundamental cycle is denoted by $b\left[M^{4 k}\right]$. In Chapter Two the cobordism theory of Thom is used to express the index $\tau\left(M^{4 k}\right)$ of $M^{4 k}$ as a polynomial of weight $k$ in the Pontrjagin classes of $M^{4 k}$. For example,

$$
\begin{equation*}
\tau\left(M^{4}\right)=\frac{1}{3} p_{1}\left[M^{4}\right], \quad \tau\left(M^{8}\right)=\frac{1}{45}\left(7 p_{2}-p_{1}^{2}\right)\left[M^{8}\right] . \tag{9}
\end{equation*}
$$

The formula for $\tau\left(M^{4}\right)$ was conjectured by Wu. The formulae for $\tau\left(M^{4}\right)$ and $\tau\left(M^{8}\right)$ were both proved by Tном [2]. A brief summary of the deduction of the formula for $\chi\left(V_{n}, W\right)$ from that for $\tau\left(M^{4 k}\right)$ can be found in Hirzebruch [2].
0.8. The definitions in $0.1-0.6$ were formulated only for algebraic manifolds. In the proof of the Riemann-Roch theorem we make this restriction only when necessary. The index theorem described in 0.7 is proved in Chapter Two for arbitrary oriented differentiable manifolds. The main results of Тном on cobordism are quoted: the proofs, which make use of differentiable approximation theorems and algebraic homotopy theory, are outside the scope of this work.

In Chapter Three the formal theory of the Todd genus and of the associated polynomials is developed for arbitrary compact almost complex manifolds ( $T$-theory). In particular we obtain an integrality theorem (14.3.2). This theorem has actually little to do with almost complex manifolds; its relation to subsequent integrality theorems for differentiable manifolds is discussed in the bibliographical note to Chapter Three and in the Appendix.

In Chapter Four the theory of the integers $\chi\left(V_{n}, W\right)$ is developed as far as possible for arbitrary compact complex manifolds ( $\chi$-theory). The necessary results on sheaf cohomology due to Cartan, Dolbeault, Kodaira, Serre and Spencer are described briefly. In the course of the proof it is necessary to assume first that $V_{n}$ is a Kähler manifold. Finally, if $V_{n}$ is an algebraic manifold, we are able to identify the $\chi$-theory with the $T$-theory (Riemann-Roch theorem for vector bundles; Theorem 21.1.1).

The Appendix contains a review of applications and generalisations of the Riemann-Roch theorem. In particular it is now known that the identification of the $\chi$-theory with the $T$-theory holds for any compact complex manifold $V_{n}$ (see § 25).

The author has tried to make the book as independent of other works as is possible within a limited length. The necessary preparatory material on multiplicative sequences, sheaves, fibre bundles and characteristic classes can be found in Chapter One.

### 0.9. Remarks on notation and terminology

The following notations are used throughout the book.
$\mathbf{Z}$ : integers, $\mathbf{Q}$ : rational numbers, $\mathbf{R}$ : real numbers, $\mathbf{C}$ : complex numbers, $\mathbf{R}^{q}$ : vector space over $\mathbf{R}$ of $q$-ples ( $x_{1}, \ldots, x_{q}$ ) of real numbers, $\mathbf{C}_{q}$ : vector space over $\mathbf{C}$ of $q$-ples of complex numbers. $\mathbf{G L}(q, \mathbf{R})$ denotes the group of invertible $q \times q$ matrices ( $a_{i k}$ ) with real coefficients $a_{i k}$,
i.e. the group of automorphisms of $\mathbf{R}^{q}$

$$
x_{i}^{\prime}=\sum_{k=1}^{q} a_{i k} x_{k}
$$

$\mathbf{G} \mathbf{L}^{+}(q, \mathbf{R})$ denotes the subgroup of $\mathbf{G L}(q, \mathbf{R})$ consisting of matrices with positive determinant (the group of orientation preserving automorphisms). $\mathbf{0}(q)$ denotes the subgroup of orthogonal matrices of $\mathbf{G L}(q, \mathbf{R})$ and $\mathbf{S O}(q)=\mathbf{O}(q) \cap \mathbf{G L} \mathbf{L}^{+}(q, \mathbf{R})$. Similarly $\mathbf{G L}(q, \mathbf{C})$ denotes the group of invertible $q \times q$ matrices with complex coefficients, and $\mathbf{U}(q)$ the subgroup of unitary matrices of $\mathbf{G L}(q, \mathbf{C})$. We write $\mathbf{C}^{*}=\mathbf{G L}(1, \mathbf{C})$, the multiplicative group of non-zero complex numbers. $\mathbf{P}_{q-1}(\mathbf{C})$ denotes the complex projective space of complex dimension $q-1$ (the space of complex lines through the origin of $\mathbf{C}_{q}$ ). We shall often denote real dimension by an upper suffix (for example $M^{4 k}, \mathbf{R}^{q}$ ) and complex dimension by a lower suffix (for example $V_{n}, \mathrm{C}_{q}$ ).

We have adopted one slight modification of the usual terminology. An isomorphism class of principal fibre bundles with structure group $G$ is called a $G$-bundle. Thus a $G$-bundle is an element of a certain cohomology set. On the other hand, we use the words fibre bundle, line bundle and vector bundle to mean a particular fibre space and not an isomorphism class of such spaces (see 3.2). In Chapter Four all constructions depend only on the isomorphism class of the vector bundles involved and it is possible to drop this distinction (see 15.1).

The book is divided into chapters and then into paragraphs, which are numbered consecutively throughout the book. Formulae are numbered consecutively within each paragraph. The paragraphs are divided into sections. Thus 4.1 means section 1 of $\S 4 ; 4.1$ (5) means formula (5) of § 4, which occurs in section 4.1; 4.1.1 refers to Theorem 1 of section 4.1. The index includes references to the first occurrence of any symbol.

## Chapter One

## Preparatory material

The elementary and formal algebraic theory of multiplicative sequences is contained in § 1 . In particular the Todd polynomials $T_{j}$, and also the polynomials $L_{j}$ used in the index theorem, are defined. Results on sheaves needed in the sequel are collected in § 2. The basic properties of fibre bundles are given in §3. In § 4 these are applied to obtain characteristic classes. In particular, the Chern classes and Pontrjagin classes are defined. The results of § 1 are not used until § 8. The reader is therefore advised to begin with § 2 and to refer to § 1 only when necessary.

## §1. Multiplicative sequences

1.1. Let $B$ be a commutative ring with identity element 1 . Let $p_{0}=1$ and let $p_{1}, p_{2}, \ldots$ be indeterminates. Consider the ring $\mathfrak{B}=$ $B\left[p_{1}, p_{2}, \ldots\right]$ obtained by adjoining the indeterminates $p_{i}$ to $B$. Then $\mathfrak{B}$ is the ring of polynomials in the $p_{i}$ with coefficients in $B$, and is graded in the following way:

The product $p_{i_{1}} p_{j_{2}} \cdots p_{i_{r}}$ has weight $j_{1}+j_{2}+\cdots+j_{r}$ and

$$
\begin{equation*}
\mathfrak{B}=\sum_{k=0}^{\infty} \mathfrak{B}_{k}, \tag{1}
\end{equation*}
$$

where $\mathfrak{B}_{k}$ is the additive group of those polynomials which contain only terms of weight $k$ and $\mathfrak{B}_{0}=B$. The group $\mathfrak{B}_{k}$ is a module over $B$ whose rank is equal to the number $\pi(k)$ of partitions of $k$. Clearly

$$
\begin{equation*}
\mathfrak{V}_{r} \mathfrak{B}_{s} \subset \mathfrak{V}_{r+s} . \tag{2}
\end{equation*}
$$

1.2. Let $\left\{K_{j}\right\}$ be a sequence of polynomials in the indeterminates $p_{i}$ with $K_{0}=1$ and $K_{j} \in \mathfrak{B}_{j}(j=0,1,2, \ldots)$. The sequence $\left\{K_{j}\right\}$ is called a multiplicative sequence (or $m$-sequence) if every identity of the form

$$
\begin{align*}
& 1+p_{1} z+p_{2} z^{2}+\cdots \\
& \quad=\left(1+p_{1}^{\prime} z+p_{2}^{\prime} z^{2}+\cdots\right)\left(1+p_{1}^{\prime \prime} z+p_{2}^{\prime \prime} z^{2}+\cdots\right) \tag{3}
\end{align*}
$$

with $z, p_{i}^{\prime}, p_{i}^{\prime \prime}$ indeterminate implies an identity

$$
\begin{gather*}
\sum_{j=0}^{\infty} K_{j}\left(p_{1}, p_{2}, \ldots, p_{j}\right) z^{j} \\
=\sum_{i=0}^{\infty} K_{i}\left(p_{1}^{\prime}, p_{2}^{\prime}, \ldots, p_{i}^{\prime}\right) z^{i} \sum_{j=0}^{\infty} K_{j}\left(p_{1}^{\prime \prime}, p_{2}^{\prime \prime}, \ldots, p_{i}^{\prime \prime}\right) z^{j} \tag{4}
\end{gather*}
$$

In abbreviated notation we write

$$
K\left(\sum_{j=0}^{\infty} p_{i} z^{i}\right)=\sum_{j=0}^{\infty} K_{j}\left(p_{1}, \ldots, p_{j}\right) z^{j}
$$

both when the $p_{i}$ are indeterminates and when they are replaced by particular values. The power series

$$
K(1+z)=\sum_{i=0}^{\infty} b_{i} z^{i} \quad\left(b_{0}=1, b_{i}=K_{i}(1,0, \ldots, 0) \in B\right)
$$

is called the characteristic power series of the $m$-sequence $\left\{K_{j}\right\}$.
In the sequel we consider formal factorisations

$$
\begin{equation*}
1+p_{1} z+\cdots+p_{m} z^{m}=\prod_{i=1}^{m}\left(1+\beta_{i} z\right) \tag{m}
\end{equation*}
$$

That is, the elements $p_{i}$ are regarded as the elementary symmetric functions in $\beta_{1}, \ldots, \beta_{m}$. The ring $\mathfrak{B}$ is then the ring of all symmetric
polynomials in $\beta_{1}, \ldots, \beta_{m}$ with coefficients in $B$. The following two lemmas give a complete description of all possible $m$-sequences.

Lemma 1.2.1. The $m$-sequence $\left\{K_{j}\right\}$ is completely determined by its characteristic power series $Q(z)=K(1+z)$.

Proof: By (3), (4) and (5)

$$
\begin{equation*}
\sum_{j=0}^{m} K_{j}\left(p_{1}, \ldots, p_{j}\right) z^{j}+\sum_{j=m+1}^{\infty} K_{j}\left(p_{1}, \ldots, p_{m}, 0, \ldots, 0\right) z^{j}=\prod_{i=1}^{m} Q\left(\beta_{i} z\right) \tag{m}
\end{equation*}
$$

Therefore any polynomial $K_{j}$ with $j \leqq m$ is determined as a symmetric polynomial in the $\beta_{i}$ and hence as a polynomial in the $p_{i}$. This holds for arbitrary $m$ and so completes the proof.

Lemma 1.2.2. To every formal power series $Q(z)=\sum_{i=0}^{\infty} b_{i} z^{i}\left(b_{0}=1\right.$, $\left.b_{i} \in B\right)$ there is associated an m-sequence $\left\{K_{j}\right\}$ with $K(1+z)=Q(z)$.

Proof: We apply $\left(5_{m}\right)$ and consider the product $\prod_{i=1}^{m} Q\left(\beta_{i} z\right)$. The coefficient of $z^{j}$ in this product is symmetric in the $\beta_{i}$ and homogeneous of weight $j$. It can therefore be expressed as a polynomial $K_{j}^{(m)}\left(p_{1}, \ldots, p_{j}\right)$ of weight $j$ in a unique way. It follows easily that $K_{j}^{(m)}$ does not depend on $m$ for $m \geqq j$. Define $K_{j}=K_{j}^{(m)}$ for $m \geqq j$. The sequence $\left\{K_{j}\right\}$ is the required multiplicative sequence. For the proof note that $\left(6_{m}\right)$ holds. This implies that the multiplicative property "(3) implies (4)" is true if the indeterminates $p_{i}^{\prime}, p_{i}^{\prime \prime}$ are replaced by 0 for large values of $i$. Hence $\left\{K_{j}\right\}$ is an $m$-sequence. Finally $\left(6_{m}\right)$ for $m=1$ shows that $K(1+z)=Q(z)$.

Lemmas 1.2 .1 and 1.2 .2 together show that there is a one-one correspondence between $m$-sequences and formal power series with constant term 1. For instance the $m$-sequence $\left\{p_{j}\right\}$ has $1+z$ as its characteristic power series.
1.3. It is convenient to reformulate 1.1 and 1.2 with the indeterminates $p_{i}$ replaced by $c_{i}$, the indeterminate $z$ by $x$, and the roots $\beta_{i}$ in $\left(5_{m}\right)$ by $\gamma_{i}$. The two formulations will be linked by putting $c_{0}=p_{0}=1, z=x^{2}$ and $\beta_{i}=\gamma_{i}^{2}$. In other words we introduce the relations

$$
\begin{equation*}
z=x^{2} \quad \text { and } \quad \sum_{i=0}^{\infty} p_{i}(-z)^{i}=\left(\sum_{j=0}^{\infty} c_{j}(-x)^{j}\right)\left(\sum_{i=0}^{\infty} c_{i} x^{i}\right) \tag{7}
\end{equation*}
$$

We have the following trivial
Lemma 1.3.1. Let $\left\{K_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ be the $m$-sequence with $Q(z)$ as characteristic power series and $\left\{\widetilde{K}_{j}\left(c_{1}, \ldots, c_{j}\right)\right\}$ the $m$-sequence with $\widetilde{Q}(x)$ $=Q\left(x^{2}\right)$ as characteristic power series. Then the relations (7) imply

$$
\begin{aligned}
K_{j}\left(p_{1}, \ldots, p_{j}\right) & =\widetilde{K}_{2 j}\left(c_{1}, \ldots, c_{2 j}\right) \\
0 & =\widetilde{K}_{2 j+1}\left(c_{1}, \ldots, c_{2 j+1}\right)
\end{aligned}
$$

In particular the m-sequence in the $c_{i}$ with $1+x^{2}$ as characteristic power series is $1,0, p_{1}, 0, p_{2}, \ldots$.

Note that
$p_{1}=-2 c_{2}+c_{1}^{2}, \quad p_{2}=2 c_{4}-2 c_{3} c_{1}+c_{2}^{2}, \quad p_{3}=-2 c_{6}+2 c_{5} c_{1}-2 c_{4} c_{2}+c_{3}^{2}$.
1.4. Given a power series $Q(z)=\sum_{i=0}^{\infty} b_{i} z^{i}\left(b_{i} \in B, b_{0}=1\right)$ we can consider the formal factorisation
$1+b_{1} z+b_{2} z^{2}+\cdots+b_{m} z^{m}=\left(1+\beta_{1}^{\prime} z\right)\left(1+\beta_{2}^{\prime} z\right) \cdots\left(1+\beta_{m}^{\prime} z\right)$.
The sum
$\Sigma\left(\beta_{1}^{\prime}\right)^{j_{1}}\left(\beta_{2}^{\prime}\right)^{j_{2}} \cdots\left(\beta_{r}^{\prime}\right)^{j_{r}},\left(j_{1} \geqq j_{2} \geqq \cdots \geqq j_{r} \geqq 1 ; \sum_{s=1}^{r} j_{s}=k \leqq m\right)$,
denotes as usual the symmetric function in the $\beta_{i}^{\prime}$ which is the sum of all pairwise distinct monomials obtained by applying a permutation of $\left(\beta_{1}^{\prime}, \beta_{2}^{\prime}, \ldots, \beta_{m}^{\prime}\right)$ to the monomial $\left(\beta_{1}^{\prime}\right)^{i_{1}}\left(\beta_{2}^{\prime}\right)^{i_{2}} \cdots\left(\beta_{r}^{\prime}\right)^{i_{r}}$. The number of monomials in the sum is $m!/ h$ where $h$ is the number of permutations of $\left(\beta_{1}^{\prime}, \beta_{2}^{\prime}, \ldots \beta_{m}^{\prime}\right)$ which leave $\left(\beta_{1}^{\prime}\right)^{j_{1}}\left(\beta_{2}^{\prime}\right)^{j_{2}} \ldots\left(\beta_{r}^{\prime}\right)^{i_{r}}$ fixed. The conditions on $j_{1}, j_{2}, \ldots, j_{r}$ in (9) imply that the symmetric function $\Sigma\left(\beta_{1}^{\prime}\right)^{)_{i}}\left(\beta_{2}^{\prime}\right)^{j_{2}} \ldots\left(\beta_{r}^{\prime}\right)^{i_{r}}$ is a polynomial of weight $k$ in the $b_{i}$ with integer coefficients. It does not depend on $m$ and can be denoted simply by $\Sigma\left(j_{1}, j_{2}, \ldots, j_{r}\right)$. We can now formulate a lemma which facilitates the explicit calculation of the polynomials of an $m$-sequence.

Lemma 1.4.1. Let $\left\{K_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ be the $m$-sequence corresponding to the power series $Q(z)=\sum_{i=0}^{\infty} b_{i} z^{i}$. Then the coefficient of

$$
p_{j_{1}} p_{j_{2}} \cdots p_{j_{r}} \quad \text { in } \quad K_{k}\left(j_{1} \geqq j_{2} \geqq \cdots \geqq j_{r} \geqq 1, \sum_{s=1}^{r} j_{s}=k\right)
$$

is equal to $\Sigma\left(j_{1}, j_{2}, \ldots, j_{r}\right)$.
The proof uses (6) and (8). The details are left to the reader. As an example, the coefficient of $p_{k}$ in $K_{k}$ is equal to $s_{k}=\Sigma(k)$.

$$
s_{0}=1, s_{1}=b_{1}, s_{2}=-2 b_{2}+b_{1}^{2}, s_{3}=3 b_{3}-3 b_{2} b_{1}+b_{1}^{3}, \text { etc. }
$$

Similarly the coefficient of $p_{k}^{2}$ in $K_{2 k}$ is $\Sigma(k, k)=\frac{1}{2}\left(s_{k}^{2}-s_{2 k}\right)$. The $s_{k}$ can be calculated by a formula of Сauchy:

$$
\begin{equation*}
1-z \frac{d}{d z} \log Q(z)=Q(z) \frac{d}{d z}\left(\frac{z}{Q(z)}\right)=\sum_{j=0}^{\infty}(-1)^{j} s_{j} z^{j} \tag{10}
\end{equation*}
$$

1.5. In this section, and in the following sections $1.6-1.8$, we define the particular $m$-sequences which arise in the present work. We consider first the power series

$$
Q(z)=\frac{\sqrt{z}}{\tanh \sqrt{z}}=1+\sum_{k=1}^{\infty}(-1)^{k-1} \frac{2^{2 k}}{(2 k)!} B_{k} z^{k} .
$$

Here the coefficient ring $B$ is the field $\boldsymbol{Q}$ of rational numbers. The coefficients $B_{k}$ are the Bernoulli numbers (in the notation for which $B_{k}>0$ and $\neq \frac{1}{2}$ for all $k$ ):

$$
\begin{aligned}
& B_{1}=\frac{1}{6}, \quad B_{2}=\frac{1}{30}, \quad B_{3}=\frac{1}{42}, \quad B_{4}=\frac{1}{30}, \\
& B_{5}=\frac{5}{66}, \quad B_{6}=\frac{691}{2730}, \quad B_{7}=\frac{7}{6}, \quad B_{8}=\frac{3617}{510} .
\end{aligned}
$$

The $m$-sequence with $Q(z)$ as characteristic power series is denoted by $\left\{L_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$. The methods of 1.4 can be used to calculate the first few polynomials $L_{j}$ :

$$
\begin{aligned}
& L_{1}=\frac{1}{3} p_{1}, \\
& L_{2}=\frac{1}{45}\left(7 p_{2}-p_{1}^{2}\right), \\
& L_{3}=\frac{1}{3^{3 \cdot 5} \cdot 7}\left(62 p_{3}-13 p_{2} p_{1}+2 p_{1}^{3}\right), \\
& L_{4}=\frac{1}{3^{4} \cdot 5^{2} \cdot 7}\left(381 p_{4}-71 p_{3} p_{1}-19 p_{2}^{2}+22 p_{2} p_{1}^{2}-3 p_{1}^{4}\right), \\
& L_{5}=\frac{1}{3^{6 \cdot 5^{1} \cdot 7 \cdot 11}} \times \\
& \times\left(5110 p_{5}-919 p_{4} p_{1}-336 p_{3} p_{2}+237 p_{3} p_{1}^{2}+127 p_{2}^{2} p_{1}-83 p_{2} p_{1}^{3}+10 p_{1}^{5}\right) .
\end{aligned}
$$

The coefficient $s_{k}$ of $p_{k}$ in $L_{k}$ can be calculated by 1.4 (10)

$$
\sum_{j=0}^{\infty}(-1)^{j} s_{j} z^{j}=\frac{1}{2}+\frac{1}{2} \frac{2 \sqrt{z}}{\sinh 2 \sqrt{z}}
$$

and therefore

$$
\begin{equation*}
s_{0}=1 \text { and } s_{k}=\frac{2^{2 k}\left(2^{2 k-1}-1\right)}{(2 k)!} B_{k} \text { for } k \geqq 1 \tag{11}
\end{equation*}
$$

The following lemma shows that the substitution $p_{i}=\binom{2 k+1}{i}$ defined by $1+p_{1} z+p_{2} z^{2}+\cdots+p_{k} z^{k}=(1+z)^{2 k+1}\left(\bmod z^{k+1}\right)$ gives the value $L_{k}\left(p_{1}, \ldots, p_{k}\right)=1$.

Lemma 1.5.1. Let $Q(z)=\frac{\sqrt{z}}{\tanh \sqrt{z}}$. Then for every $k$ the coefficient $J_{k}$ of $z^{k}$ in $(Q(z))^{2 k+1}$ is equal to 1 , and $Q(z)$ is the only power series with rational coefficients which has this property.

Proof: By the CAUCHy integral formula

$$
J_{k}=\frac{1}{2 \pi i} \int \frac{1}{2^{k+1}}\left(\frac{\sqrt{z}}{\tanh \sqrt{z}}\right)^{2 k+1} d z
$$

The substitution $t=\tanh \sqrt{z}$ gives

$$
J_{k}=\frac{1}{2 \pi i} \int \frac{d t}{\left(1-t^{2}\right) t^{2 k+1}}=1
$$

In both cases the integral is over a small circle with centre the origin in the $z$-plane and $t$-plane. Note that under the substitution a circuit of the circle in the $t$-plane corresponds to two circuits in the $z$-plane. The equations $J_{k}=1$ can then be used to calculate the coefficients of $Q(z)$ inductively.

The following lemma is not used in the present work but is nevertheless important for applications of the polynomials $L_{k}$ to cohomology operations. A proof is given in Atiyah-Hirzebruch [4].

Lemma 1.5.2. The polynomial $L_{k}$ can be written in a unique way as a polynomial with coprime integer coefficients, divided by a positive integer $\mu\left(L_{k}\right)$, where

$$
\mu\left(L_{k}\right)=\Pi q^{\left[\frac{2 k}{q-1}\right]}
$$

is a product over all primes $q$ with $3 \leqq q \leqq 2 k+1$.
1.6. The $m$-sequence with $Q(z)=\frac{2 \sqrt{z}}{\sinh 2 \sqrt{z}}$ as characteristic power series is denoted by $\left\{A_{k}\left(p_{1}, \ldots, p_{k}\right)\right\}$. The methods of 1.4 give
$A_{1}=-\frac{2}{3} p_{1}, A_{2}=\frac{2}{45}\left(-4 p_{2}+7 p_{1}^{2}\right), A_{3}=\frac{-4}{3^{\circ} \cdot 5 \cdot 7}\left(16 p_{3}-44 p_{2} p_{1}+31 p_{1}^{3}\right)$.
Remark: The polynomial $A_{\boldsymbol{k}}$ can be written in a unique way as a polynomial with coprime integer coefficients multiplied by $2^{\alpha(k)} / \mu\left(L_{k}\right)$. Here $\alpha(k)$ is the number of non-zero terms in the dyadic expansion of $k$ (see Atiyah-Hirzebruch [2]).
1.7. The last two particular $m$-sequences which are needed in the sequel will be given in the ( $c_{i}, x, \gamma_{i}$ ) formulation (see 1.3). Let the coefficient ring $B$ be the field $\mathbb{Q}$ of rational numbers. Consider the $m$ sequence $\left\{T_{k}\left(c_{1}, \ldots, c_{k}\right)\right\}$ with characteristic power series

$$
Q(x)=\frac{x}{1-e^{-x}}=1+\frac{1}{2} x+\sum_{k=1}^{\infty}(-1)^{k-1} \frac{B_{k}}{(2 k)!} x^{2 k} .
$$

The polynomials $T_{k}$ are called Todd polynomials. The identity

$$
\frac{x}{1-e^{-x}}=\exp \left(\frac{1}{2} x\right) \frac{\frac{1}{2} x}{\sinh \frac{1}{2} x} \text { (we write } \exp (a)=e^{a} \text { ) }
$$

is useful for the calculation of the first few Todd polynomials. It implies, using Lemma 1.3.1, formula $\left(6_{m}\right)$ in the $\left(c_{i}, x, \gamma_{i}\right)$ formulation and the relations (7), that

$$
\begin{equation*}
T_{k}\left(c_{1}, \ldots, c_{k}\right)=\Sigma \frac{1}{2^{4 \cdot n!}}\left(\frac{1}{2} c_{1}\right)^{\prime} A_{s}\left(p_{1}, \ldots, p_{s}\right) \tag{12}
\end{equation*}
$$

where the sum is over all non-negative integers $r, s$ with $r+2 s=k$.

The result (compare Todd [1]) is

$$
\begin{aligned}
& T_{1}=\frac{1}{2} c_{1}, \\
& T_{2}=\frac{1}{12}\left(c_{2}+c_{1}^{2}\right), \\
& T_{3}=\frac{1}{24} c_{2} c_{1}, \\
& T_{4}=\frac{1}{720}\left(-c_{4}+c_{3} c_{1}+3 c_{2}^{2}+4 c_{2} c_{1}^{2}-c_{1}^{4}\right), \\
& T_{5}=\frac{1}{1440}\left(-c_{4} c_{1}+c_{3} c_{1}^{2}+3 c_{2}^{2} c_{1}-c_{2} c_{1}^{3}\right), \\
& T_{6}=\frac{1}{60480}\left(2 c_{6}-2 c_{5} c_{1}-9 c_{4} c_{2}-5 c_{4} c_{1}^{2}-c_{3}^{2}+11 c_{3} c_{2} c_{1}+\right. \\
& \\
& \left.\qquad \quad+5 c_{3} c_{1}^{3}+10 c_{2}^{3}+11 c_{2}^{2} c_{1}^{2}-12 c_{2} c_{1}^{4}+2 c_{1}^{6}\right) .
\end{aligned}
$$

Remarks: 1). Formula (12) implies that $T_{k}$ is divisible by $c_{1}$ for $k$ odd.
2). It follows from formula 1.4 (10) applied to the $m$-sequence $\left\{T_{k}\right\}$ that the coefficients of $c_{k}$ and $c_{1}^{k}$ in the TodD polynomial $T_{k}$ are equal. It is easy to see that $\left\{T_{k}\right\}$ is the only $m$-sequence which has this property and for which $T_{1}=\frac{1}{2} c_{1}$.

The following lemma shows that the substitution $c_{i}=\binom{n+1}{i}$ defined by

$$
1+c_{1} x+\cdots+c_{n} x^{n}=(1+x)^{n+1} \quad\left(\bmod x^{n+1}\right)
$$

gives the value $T_{n}\left(c_{1}, \ldots, c_{n}\right)=1$.
Lemma 1.7.1. Let $Q(x)=\frac{x}{1-e^{-x}}$. Then for every $k$ the coefficient of $x^{k}$ in $(Q(x))^{k+1}$ is equal to 1 , and $Q(x)$ is the only power series with rational coefficients which has this property.

Proof: By the Cauchy integral formula as in Lemma 1.5.1. A similar proof gives

Lemma 1.7.2. Substitute in $T_{k}\left(c_{1}, \ldots, c_{k}\right)$ the values $c_{i}$ given by $1+c_{1} x+\cdots+c_{k} x^{k}=(1+x)^{k}(1-x) \quad\left(\bmod x^{k+1}\right)$.
Then $T_{k}=0$ for $k \geqq 1$.
There is a result analogous to Lemma 1.5 .2 which is proved in Atiyah-Hirzebruch [4]:

Lemma 1.7.3. The polynomial $T_{k}$ can be written in a unique way as a polynomial with coprime integer coefficients, divided by a positive integer $\mu\left(T_{k}\right)$, where

$$
\mu\left(T_{k}\right)=\Pi q^{\left[\frac{k}{q-1}\right]}
$$

is a product over all primes $q$ with $2 \leqq q \leqq k+1$. Moreover (see Lemma 1.5.2) $\mu\left(T_{2 k+1}\right)=2 \mu\left(T_{2 k}\right)=2^{2 k+1} \mu\left(L_{k}\right)$.
1.8. Now let the coefficient ring $B$ be the ring $\mathbf{Q}[y]$ of polynomials in an indeterminate $y$ with rational coefficients. Consider the $m$-sequence
$T_{j}\left(y ; c_{1}, \ldots, c_{j}\right)$ with characteristic power series

$$
Q(y ; x)=\frac{x(y+1)}{1-e^{-x(y+1)}}-y x=\frac{x(y+1)}{e^{x(y+1)}-1}+x .
$$

The following generalisation of Lemma 1.7.1 shows that the substitution $c_{i}=\binom{n+1}{i}$ gives

$$
T_{n}\left(y ; c_{1}, \ldots, c_{n}\right)=1-y+y^{2}-\cdots+(-1)^{n} y^{n} .
$$

Lemma 1.8.1. For every $n$ the coefficient of $x^{n}$ in $(Q(y ; x))^{n+1}$ is equal to $\sum_{i=0}^{n}(-1)^{i} y^{i}$, and $Q(y, x)$ is the only power series with coefficients in $\mathbf{Q}[y]$ which has this property.

The polynomial $T_{n}\left(y ; c_{1}, \ldots, c_{n}\right)$ can be written in a unique way in the form

$$
T_{n}\left(y ; c_{1}, \ldots, c_{n}\right)=\sum_{p=0}^{n} T_{n}^{p}\left(c_{1}, \ldots, c_{n}\right) y^{p} .
$$

The polynomials $T_{n}^{p}\left(c_{1}, \ldots, c_{n}\right)$ satisfy

$$
\begin{equation*}
T_{n}^{p}\left(c_{1}, \ldots, c_{n}\right)=(-1)^{n} T_{n}^{n-p}\left(c_{1}, \ldots, c_{n}\right) . \tag{13}
\end{equation*}
$$

Proof of (13): $Q\left(\frac{1}{y} ; y x\right)=Q(y ;-x)$ and therefore

$$
y^{n} T_{n}\left(\frac{1}{y} ; c_{1}, \ldots, c_{n}\right)=(-1)^{n} T_{n}\left(y ; c_{1}, \ldots, c_{n}\right) . \text { Q. E. D. }
$$

Consider the formal factorisation

$$
\begin{equation*}
1+c_{1} x+\cdots+c_{n} x^{n}=\prod_{i=1}^{n}\left(1+\gamma_{i} x\right) \tag{14}
\end{equation*}
$$

where $x$ is an indeterminate. Then (again writing $\exp (a)=e^{a}$ )

$$
\begin{equation*}
T_{n}^{p}\left(c_{1}, \ldots, c_{n}\right)=\gamma_{n}\left[\Sigma \exp \left(-\gamma_{j_{1}}-\cdots-\gamma_{j_{p}}\right) \prod_{i=1}^{n} \frac{\gamma_{i}}{1-\exp \left(-\gamma_{i}\right)}\right] . \tag{15}
\end{equation*}
$$

The sum is over all $\binom{n}{p}$ combinations of $p$ pairwise distinct $\gamma_{i} . x_{n}$ [] denotes the sum of all homogeneous terms of degree $n$ in the $\gamma_{i}$ which occur in [ ]. By (14) this sum can be written as a polynomial in the $c_{i}$ of weight $n$.

Proof of (15): Denote temporarily the expression on the right hand side of (15) by $\tilde{T}_{n}^{p}$. Then

$$
\begin{aligned}
& \sum_{p=0}^{n} \tilde{T}_{n}^{p} y^{p}=x_{n}\left[\prod_{i=1}^{n}\left(\left(1+y \exp \left(-\gamma_{i}\right)\right) \frac{\gamma_{i}}{1-\exp \left(-\gamma_{i}\right)}\right)\right] \\
& \quad=x_{n}\left[\prod_{i=1}^{n} \frac{\left(1+y \exp \left(-(1+y) \gamma_{i}\right)\right)}{1+y} \cdot \frac{(1+y) \gamma_{i}}{1-\exp \left(-(1+y) \gamma_{i}\right)}\right] \\
& \quad=x_{n}\left[\prod_{i=1}^{n} Q\left(y ; \gamma_{i}\right)\right]=\sum_{p=0}^{n} T_{n}^{p}\left(c_{1}, \ldots, c_{n}\right) y^{p} . \quad \text { Q.E. D. }
\end{aligned}
$$

Finally note that $Q(0 ; x)=\frac{x}{1-e^{-z}}, Q(-1 ; x)=1+x$ and $Q(1 ; x)=\frac{x}{\tanh x}$. Therefore (see 1.5 and Lemma 1.3.1)

$$
\begin{align*}
& T_{n}^{0}\left(c_{1}, \ldots, c_{n}\right)=T_{n}\left(c_{1}, \ldots, c_{n}\right) \quad \text { (ToDD polynomial), } \\
& \sum_{p=0}^{n}(-1)^{p} T_{n}^{p}\left(c_{1}, \ldots, c_{n}\right)=c_{n} \\
& \sum_{p=0}^{n} T_{n}^{p}\left(c_{1}, \ldots, c_{n}\right)=\tilde{L}_{n}\left(c_{1}, \ldots, c_{n}\right), \text { i.e. }  \tag{16}\\
& \left.\sum_{p=0}^{n} T_{n}^{p}\left(c_{1}, \ldots, c_{n}\right)\right\}=0 \text { for } n \text { odd } \\
& =L_{k}\left(p_{1}, \ldots, p_{k}\right) \text { for } n=2 k
\end{align*}
$$

1.9. The Todd polynomials are essentially the Bernoulli polynomials of higher order defined by Nörlund (see N. E. Nörlund, Differenzenrechnung, Berlin, Springer-Verlag, 1924, especially p. 143). The Bernoulli polynomial $B_{i}^{(n)}\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ is defined by

$$
\prod_{i=1}^{n} \frac{\gamma_{i} x}{\exp \left(\gamma_{i} x\right)-1}=\sum_{j=0}^{\infty} \frac{x^{j}}{j!} B_{j}^{(n)}\left(\gamma_{1}, \ldots, \gamma_{n}\right)
$$

If the $c_{i}$ are regarded as the elementary symmetric functions in $\gamma_{1}, \ldots, \gamma_{n}$ [see 1.8 (14)] then

$$
T_{k}\left(c_{1}, \ldots, c_{k}\right)=\frac{(-1)^{k}}{k!} B_{k}^{(n)}\left(\gamma_{1}, \ldots, \gamma_{n}\right) \text { for } k \leqq n
$$

A corresponding remark holds for the polynomials $A_{k}$ defined in 1.6. They are essentially the polynomials $D_{k}$ considered by Nörlund. In the notation of 1.3 and 1.6
$A_{k}\left(p_{1}, \ldots, p_{k}\right)=A_{2 k}\left(c_{1}, \ldots, c_{2 k}\right)=\frac{2^{2 k}}{(2 k)!} D_{2 k}^{(n)}\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ for $2 k \leqq n$.

## §2. Sheaves

This paragraph contains the basic results of sheaf theory needed in the present work (see also Cartan [2], Serre [2] and GrauertRemmert [1]). The book by Godement [1] is strongly recommended as a self-contained introduction to algebraic topology and sheaf theory.

We use the following terminology. A topological space $X$ is a set in which certain subsets are distinguished and called open sets of $X$. It is required that the empty set, and $X$ itself, be open sets and that arbitrary unions and finite intersections of open sets be open. An open neighbourhood of a point $x \in X$ is an open set $U$ such that $x \in U$. A system of open sets of $X$ is called a basis (for the topology of $X$ ) if every open set of $X$ is a union of sets in the system. $X$ is a Hausdorff space if, given any two distinct points $x_{1}, x_{2}$ in $X$, there is an open neighbourhood $U_{1}$ of $x_{1}$ and an open neighbourhood $U_{2}$ of $x_{2}$ such that $U_{1} \cap U_{2}$ is empty.

An open covering $\mathfrak{U}$ of $X$ is an indexed system $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ of open sets of $X$ whose union is equal to $X$. The index $i$ runs through the given index set $I$ and so it is possible for the same open set to occur several times in the covering. Since the index set is arbitrary there are logical difficulties in discussing the set of all open coverings of $X$. These difficulties can be avoided by considering the set of all proper coverings of $X$. An open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ is proper if distinct indices $i, j \in I$ determine distinct open sets $U_{i}, U_{j}$ and if the index set is chosen, in the natural way, as the set of all open sets of the covering. Each proper covering is then a subset of the set of all subsets of $X$.

An open covering $\mathfrak{V}=\left\{V_{j}\right\}_{j \in J}$ of $X$ is a refinement of $\mathcal{U}=\left\{U_{i}\right\}_{i \in I}$ if each $V_{j}$ is contained in at least one $U_{i}$. Two open coverings are cofine if each is a refinement of the other. It is clear that, given any open covering $\mathfrak{U}$, there is a proper covering $\mathfrak{V}$ such that $\mathfrak{U}$ and $\mathfrak{V}$ are cofine. A Hausdorff space is compact if for every open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ of $X$ there is a finite subcollection $\left\{U_{i_{1}}, \ldots, U_{i_{n}}\right\}$ which is an open covering of $X$.

### 2.1. Definition of sheaves and homomorphisms

Definition: A sheaf $\mathcal{S}$ (of abelian groups) over $X$ is a triple $\mathfrak{S}=(S, \pi, X)$ which satisfies the following three properties:
I) $S$ and $X$ are topological spaces and $\pi: S \rightarrow X$ is an onto continuous map.
II) Every point $\alpha \in S$ has an open neighbourhood $N$ in $S$ such that $\pi \mid N$ is a homeomorphism between $N$ and an open neighbourhood of $\pi(\alpha)$ in $X$.

The counterimage $\pi^{-1}(x)$ of a point $x \in X$ is called the stalk over $x$ and denoted by $S_{x}$. Every point of $S$ belongs to a unique stalk. Property II) states that $\pi$ is a local homeomorphism and implies that the topology of $S$ induces the discrete topology on every stalk.
III) Every stalk has the structure of an abelian group. The group operations associate to points $\alpha, \beta \in S_{x}$ the sum $\alpha+\beta \in S_{x}$ and the difference $\alpha-\beta \subseteq S_{x}$. The difference depends continuously on $\alpha$ and $\beta$.

In III), "continuously" means that, if $S \oplus S$ is the subset $\{(\alpha, \beta) \in S \times S ; \pi(\alpha)=\pi(\beta)\}$ of $S \times S$ with the induced topology, the map $S \oplus S \rightarrow S$ defined by $(\alpha, \beta) \rightarrow(\alpha-\beta)$ is continuous. Properties I), II), III) imply that the zero element $0_{x}$ of the abelian group $S_{x}$ depends continuously on $x$, i.e., the map $X \rightarrow S$ defined by $x \rightarrow 0_{x}$ is continuous. Similarly the sum $\alpha+\beta$ depends continuously on $\alpha, \beta$.

Remark: Property III) can be modified to give a definition of a sheaf with any other algebraic structure on each stalk. It is sufficient to require that the algebraic operations be continuous. It will often happen that each stalk of $S$ is a $K$-module (for some fixed ring $K$ ). In this case III) must be modified to include the condition: the module
multiplication associates to $\alpha \in S_{x}, k \in K$ a point $k \alpha \in S_{x}$ and the map $S \rightarrow S$ defined by $\alpha \rightarrow k \alpha$ is continuous for each $k \in K$. In the sequel we shall tacitly assume that all sheaves are sheaves of abelian groups or sheaves of $K$-modules (fixed ring $K$ ). All definitions and theorems are formulated for sheaves of abelian groups only but they remain true for sheaves of $K$-modules with the appropriate modifications (e.g. with "homomorphism" replaced by " $K$-homomorphism"). In many cases $K=\mathbf{C}$ (field of complex numbers). Sections 2.1-2.4 can be carried over for sheaves with arbitrary algebraic structures. However, the definition of cohomology groups of a topological space $X$ with coefficients in a sheaf $\mathfrak{S}$ given in 2.6 depends essentially on the fact that each stalk of $\mathcal{S}$ is an abelian group or a $K$-module. The cohomology groups themselves are then abelian groups or $K$-modules. Part of the cohomology theory in dimension 1 holds also in the non-abelian case (see 3.1).

Definition: Let $\mathbb{S}=(S, \pi, X)$ and $\widetilde{\mathscr{S}}=(\widetilde{\mathbb{S}}, \tilde{\pi}, X)$ be sheaves over the same space $X$. A homomorphism $h: \subseteq \rightarrow \widetilde{ভ}$ is defined if
a) $h$ is a continuous map from $S$ to $\widetilde{S}$.
b) $\pi=\tilde{\pi} h$, i. e. $h$ maps the stalk $S_{x}$ to the stalk $\tilde{S}_{x}$ for each $x \in X$.
c) For each $x \in X$ the restriction

$$
\begin{equation*}
h_{x}: S_{x} \rightarrow \tilde{S}_{x} \tag{1}
\end{equation*}
$$

is a homomorphism of abelian groups.
By a) and b), $h$ is a local homeomorphism from $S$ to $\tilde{S}$.
If $h_{x}$ is one-one for each point $x \in X$ we call $h$ a monomorphism. Similarly $h$ is an epimorphism if $h_{x}$ is onto for each $x \in X$, and an isomorphism if $h_{x}$ is an isomorphism for each $x \in X$. Further elementary properties of sheaves are discussed in 2.4.

### 2.2. Presheaves

In many concrete cases a sheaf over a topological space $X$ is constructed by means of a presheaf.

Definition: A presheaf over $X$ consists of an abelian group $S_{U}$ for each open set $U$ of $X$ and a homomorphism $r V: S_{V} \rightarrow S_{V}$ for each pair of open sets $U, V$ of $X$ with $V \subset U$. These groups and homomorphisms satisfy the following properties:
I) If $U$ is empty then $S_{V}=0$ is the zero group.
II) The homomorphism $r_{U}^{U}: S_{U} \rightarrow S_{U}$ is the identity. If $W \subset V \subset U$ then $r_{W}^{\nabla}=r_{W}^{V} r_{V}^{\nabla}$.

Remark: By I) it suffices to define $S_{U}$ and $r \bar{V}$ only for non-empty open sets $U, V$.

Every presheaf over $X$ determines a sheaf over $X$ by the following construction:
a) For each point $x \in X$ let $S_{x}$ be the direct limit of the abelian groups $S_{U}, x \in U$, with respect to the homomorphisms $r \bar{V}$ (see for instance Eilenberg-Steenrod [1], Chapter VIII). In other words: $U$ runs through all open neighbourhoods of $x$. Each element $f \in S_{\boldsymbol{D}}$ determines an element $f_{x} \in S_{x}$ called the germ of $f$ at $x$. Every point of $S_{x}$ is a germ. If $U, V$ are open neighbourhoods of $x$ and $f\left(S_{U}, g \in S_{V}\right.$ then $f_{x}=g_{x}$ if and only if there is an open neighbourhood $W$ of $x$ such that $W \subset U$, $W \subset V$ and $r_{W}^{W} f=r_{W}^{V} g$.
b) The direct limit $S_{x}$ of the abelian groups $S_{V}$ is itself an abelian group. Let $S$ be the union of the groups $S_{x}$ for distinct $x \in X$ and let $\pi: S \rightarrow X$ map points of $S_{x}$ to $x$. Then $S$ is a set in which the group operations of 2.1 III) are defined.
c) The topology of $S$ is defined by means of a basis. An element $f \in S_{U}$ defines a germ $f_{y} \in S_{y}$ for each point $y \in U$. The points $f_{y}, y \in U$, form a subset $f_{U}$ of $S$. The sets $f_{U}$ (as $U$ runs through all open sets of $X$, and $f$ through all elements of $S_{\bar{D}}$ ) form the required basis for the topology of $S$.

It is easy to check that by a), b) and c) the triple $\mathbb{S}=(S, \pi, X)$ is a sheaf of abelian groups over $X$. This sheaf is called the sheaf constructed from the presheaf $\left\{S_{D}, r_{V}^{U}\right\}$.

Let $\mathfrak{G}=\left\{S_{U}, r_{V}^{U}\right\}$ and $\mathfrak{G}=\left\{\tilde{S}_{U}, \tilde{r}_{V}^{U}\right\}$ be presheaves over $X$. A homomorphism $h$ from $\mathfrak{G}$ to $\mathfrak{G}$ is a system $\left\{h_{V}\right\}$ of homomorphisms $h_{U}: S_{U} \rightarrow \widetilde{S}_{U}$ which commute with the homomorphisms $r \bar{V}, \tilde{r} \bar{V}$, i.e. $\tilde{r} \eta h_{U}=h_{V} r \bar{V}$ for $V \subset U$.

The homomorphism $h$ is called a monomorphism (epimorphism, isomorphism) if each homomorphism $h_{U}$ is a monomorphism (epimorphism, isomorphism). $\mathfrak{G}$ is a subpresheaf of $\mathbb{E}$ if, for each open set $U$, the group $S_{U}$ is a subgroup of $\tilde{S}_{U}$ and $r \nabla$ is the restriction of $\tilde{r}_{V}^{\nabla}$ to $S_{U}$ for $V \subset U$. If $\mathfrak{G}$ is a subpresheaf of $\mathfrak{G}$ then the quotient presheaf $\mathfrak{E} / \mathfrak{G}$ is defined. This assigns to each open set $U$ the quotient group $\tilde{S}_{U} / S_{U}$. If $h$ is a homomorphism from the presheaf $\mathfrak{G}$ to the presheaf $\mathbb{G}$ then the kernel of $h$ and the image of $h$ are defined in the natural way. The kernel of $h$ is a subpresheaf of $\mathfrak{G}$ and associates to each open set $U$ the kernel of $h_{\sigma}$. The image of $h$ is a subpresheaf of $\mathfrak{G}$ and associates to each open set $U$ the image of $h_{U}$.

Let $\mathcal{S}=(S, \pi, X)$ and $\widetilde{\mathscr{S}}=(\tilde{\mathbb{S}}, \tilde{\pi}, X)$ be the sheaves constructed from the presheaves $\mathfrak{G}$ and $\mathfrak{G}$. The homomorphism $h: \mathfrak{G} \rightarrow \mathfrak{G}$ induces a homomorphism from $\mathfrak{S}$ to $\widetilde{\subseteq}$ which is also denoted by $h$. In order to define this homomorphism it is sufficient to define the homomorphisms $h_{x}: S_{x} \rightarrow \tilde{S}_{x}$ [see $\left.2.1(1)\right]:$ if $\alpha \in S_{x}$ is the germ at $x$ of an element $f \in S_{U}$ then $h_{x}(\alpha)$ is the germ at $x$ of the element $h_{U}(f) \in S_{U}$. This rule gives a well defined homomorphism $h_{x}: S_{x} \rightarrow \tilde{S}_{x}$ called the direct limit of the homomorphisms $h_{V}$.

### 2.3. The canonical presheaf of a sheaf

A section of a sheaf $\mathcal{S}=(S, \pi, X)$ over an open set $U$ is a continuous map $s: U \rightarrow S$ for which $\pi s: U \rightarrow U$ is the identity. By 2.1 III) the set of all sections of $\mathcal{S}$ over $U$ is an abelian group which we denote by $\Gamma\left(U, \mathcal{)}\right.$. The zero element of this group is the zero section $x \rightarrow 0_{x}$. If $s$ is a section of $S$ over $U$ the image set $s(U) \subset S$ cuts each stalk $S_{x}$, $r \in U$, in exactly one point.

Now associate to each open set $U$ of $X$ the group $\Gamma(U, \mathbb{S})$ of sections of $\mathfrak{S}$ over $U$, where if $U$ is empty $\Gamma(U, \mathbb{S})$ is understood to be the zero group. If $V \subset U$ let $r_{V}^{U}: \Gamma(U, \Im) \rightarrow \Gamma(V, \Im)$ be the homomorphism which associates, to each section of $\mathscr{S}$ over $U$, its restriction to $V$ (if $V$ is empty put $\left.r_{V}^{V}=0\right)$. The presheaf $\left\{\Gamma(U, \mathcal{S}), r_{V}^{V}\right\}$ is called the canonical presheaf of the sheaf $\mathfrak{S}$. By the construction of 2.2 a$), \mathrm{b}), \mathrm{c})$ the presheaf $\{\Gamma(U, \mathbb{\Im}), r \mathbb{V}\}$ defines a sheaf; this is again the sheaf $\mathfrak{S}$. In fact by 2.1 I), II) every point $\alpha \in S$ belongs to at least one image set $s(U)$, where $s$ is a section of $\mathcal{S}$ over some open set $U$. If $s, s^{\prime}$ are sections over $U, U^{\prime}$ with $\alpha \in s(U) \cap s^{\prime}\left(U^{\prime}\right)$ then $s$ agrees with $s^{\prime}$ in an open neighbourhood of $x=\pi(\alpha)$. Therefore germs at $x$ of sections of $\mathcal{S}$ over open neighbourhoods of $x$ [see 2.2 a )] are in one-one correspondence with points of the stalk $S_{x}$. Further the system of all image sets $s(U)$ is, by 2.1 I), II), a complete system of open sets for the topology of $S$, in agreement with 2.2 c ).

Let $\mathcal{G}$ be the sheaf constructed from a presheaf $\mathfrak{G}=\left\{S_{U}, r \bar{V}\right\}$. An element $f \in S_{\boldsymbol{U}}$ has a germ $f_{x}$ at $x$ for each point $x \in U$ [2.2 a)]. Let $h_{U}(f)$ be the section $x \rightarrow f_{x}$ of $\mathbb{S}$ over $U$. This defines a homomorphism $h_{U}: S_{U} \rightarrow \Gamma(U, \mathfrak{S})$ and hence a homomorphism $h$ from $\mathfrak{G}$ to the canonical presheat of $\mathfrak{\subseteq}$. In general $h$ is neither a monomorphism nor an epimorphism (for details see Serre [2], § 1, Propositions 1 and 2). The homomorphism $\left\{h_{U}\right\}$ from $\mathfrak{G}$ to the canonical presheaf of $\mathfrak{S}$ induces the identity isomorphism $h: \mathcal{S} \rightarrow \mathfrak{S}$ (see the end of 2.2).

### 2.4. Subsheaves. Exact sequences. Quotient sheaves. Restriction and trivial extension of sheaves

We now come to further algebraic concepts of sheaf theory.
Definition: $\mathscr{S}^{\prime}=\left(S^{\prime}, \pi^{\prime}, X\right)$ is a subsheaf of $\mathscr{S}=(S, \pi, X)$ if
I) $S^{\prime}$ is an open set of $S$.
II) $\pi^{\prime}$ is the restriction of $\pi$ to $S^{\prime}$ and maps $S^{\prime}$ onto $X$.
III) The stalk $\pi^{\prime-1}(x)=S^{\prime} \cap \pi^{-1}(x)$ is a subgroup of the stalk $\pi^{-1}(x)$ for all $x \in X$.

Condition I) is equivalent to
$\left.\mathrm{I}^{*}\right)$ Let $\mathrm{s}(U) \subset S$ be the image set of a section of $\subseteq$ over $U$ and $\alpha \in s(U) \cap S^{\prime}$. Then $U$ contains an open neighbourhood $V$ of $\pi(\alpha)$ such that $s(x) \in S^{\prime}$ for all $x \in V$.

Conditions I*), II) imply that $\pi^{\prime}$ is a local homeomorphism and III) implies that the group operations in $\mathfrak{S}^{\prime}$ are continuous. Therefore the triple $\left(S^{\prime}, \pi^{\prime}, X\right)$ is itself a sheaf. The inclusion of $S^{\prime}$ in $S$ defines a monomorphism from $\mathfrak{S}^{\prime}$ to $\mathfrak{S}$ (see 2.1) called the embedding of $\mathbb{S}^{\prime}$ in $\mathfrak{\Im}$.

The zero sheaf 0 over $X$ can be defined up to isomorphism as the triple $(X, \pi, X)$ where $\pi$ is the identity map and each stalk is the zero group. The zero sheaf is a subsheaf of every sheaf $\mathbb{S}$ over $X$ : let $S^{\prime}$ be the set $0(\mathfrak{\Im})$ of zero elements of stalks of $\mathfrak{G}$, i. e. $0(\mathfrak{\Im})=s(X)$ where $s$ is the zero element of $\Gamma(X, \mathfrak{\Im})$.

Let $\mathscr{S}=(S, \pi, X)$ and $\widetilde{\mathscr{S}}=(\tilde{S}, \tilde{\pi}, X)$ be sheaves over $X$ and $h: \mathscr{S} \rightarrow \widetilde{\mathscr{S}}$ a homomorphism. If $S^{\prime}=h^{-1}(0(\widetilde{\mathscr{S}}))$ and $\pi^{\prime}=\pi \mid S^{\prime}$ then $\left(S^{\prime}, \pi^{\prime}, X\right)$ gives a subsheaf $h^{-1}(0)$ of $\mathcal{E}$ called the kernel of $h$. The stalk of the sheaf $h^{-1}(0)$ over $x$ is the kernel of the homomorphism $h_{x}: S_{x} \rightarrow \widetilde{S}_{x}$ [see $2.1(1)]$. If $\tilde{S}^{\prime}=h(S)$ and $\tilde{\pi}^{\prime}=\tilde{\pi} \mid \tilde{S}^{\prime}$ then ( $\left.\tilde{S}^{\prime}, \tilde{\pi}^{\prime}, X\right)$ gives a subsheaf $h(\mathfrak{S})$ of $\widetilde{\widetilde{S}}$ called the image of $h$. The stalk of the sheaf $h(\mathbb{S})$ over $x$ is the image of the homomorphism $h_{x}$.

Let $\left\{A_{i}\right\}$ be a sequence of groups (or presheaves or sheaves) and $\left\{h_{i}\right\}$ a sequence of homomorphisms $h_{i}: A_{i} \rightarrow A_{i+1}$. (The index $i$ takes all integral values between two bounds $n_{0}, n_{1}$ which may also be $-\infty$ or $+\infty$. Thus $A_{i}$ is defined for $n_{0}<i<n_{1}$ and $h_{i}$ for $n_{0}<i<n_{1}-1$.) The sequence $A_{i}, h_{i}$ is an exact sequence if the kernel of each homomorphism is equal to the image of the previous homomorphism, provided the latter is defined. If the $A_{i}$ are presheaves $\left\{S_{U}^{(i)}\right\}$ over the topological space $X$, then the exactness means that for each open set $U$ of $X$ there is an exact sequence of groups

$$
\begin{equation*}
\cdots \rightarrow S_{U}^{(i)} \rightarrow S_{U}^{(i+1)} \rightarrow S_{U}^{(i+2)} \rightarrow \cdots . \tag{2}
\end{equation*}
$$

If the $A_{i}$ are sheaves over $X$ then the exactness means that at each point $x \in X$ the stalks of the sheaves $A_{i}$ form an exact sequence. Since the direct limit of exact sequences is again an exact sequence (Eilen-berg-Steenrod [1], Chapter VIII, Theorem 5.4) we have

Lemma 2.4.1. Consider an exact sequence

$$
\begin{equation*}
\cdots \rightarrow \mathfrak{G}_{n} \rightarrow \mathfrak{G}_{n+1} \rightarrow \mathfrak{G}_{n+2} \rightarrow \cdots \tag{3}
\end{equation*}
$$

of presheaves over $X$. Then the induced sequence of sheaves $\mathfrak{S}_{i}$ constructed from $\mathfrak{G}_{i}$ is an exact sequence of sheaves over $X$.

For example let

$$
\begin{equation*}
0 \rightarrow \mathbb{S}^{\prime} \xrightarrow{h^{\prime}} \mathbb{S} \xrightarrow{h} \mathbb{S}^{\prime \prime} \rightarrow 0 \tag{4}
\end{equation*}
$$

be an exact sequence of sheaves $\mathscr{S}^{\prime}=\left(S^{\prime}, \pi^{\prime}, X\right), \mathscr{S}=(S, \pi, X)$ and $\varsigma^{\prime \prime}=\left(S^{\prime \prime}, \pi^{\prime \prime}, X\right)$ over $X$.

The first 0 denotes the zero subsheaf of $\mathbb{S}^{\prime}$, the first arrow the embedding of 0 in $\mathfrak{S}^{\prime}$. Therefore exactness implies that $h^{\prime}$ is a monomorphism
and can be regarded as the embedding of the subsheaf $\mathbb{S}^{\prime}$ in $\mathbb{S}$. The final 0 denotes the zero subsheaf of $\mathcal{S}^{\prime \prime}$, the final arrow the trivial homomorphism which maps each stalk of $\mathbb{S}^{\prime \prime}$ to its zero element. Therefore exactness implies that $h$ is an epimorphism. For each point $x \in X$ the exact sequence (4) gives a corresponding exact sequence of stalks over $x$ :

$$
\begin{equation*}
0 \rightarrow S_{x}^{\prime} \xrightarrow{h_{x}^{\prime}} S_{x} \xrightarrow{h_{x}} S_{x}^{\prime \prime} \rightarrow 0 . \tag{5}
\end{equation*}
$$

The group $S_{x}^{\prime \prime}$ is isomorphic to the quotient group $S_{x} / S_{x}^{\prime}$. It is easy to check that $S^{\prime \prime}$ has the quotient topology with respect to the map $h: S \rightarrow S^{\prime \prime}$ (a subset of $S^{\prime \prime}$ is open if and only if its counterimage under $h$ is an open set in $S$ ). This shows that given the sheaf $\mathcal{S}$ and the subsheaf $\varsigma^{\prime}$ there is (up to isomorphism) at most one sheaf $\Im^{\prime \prime}$ for which the sequence (4) is exact. It is possible to prove the existence of such an $\mathbb{S}^{\prime \prime}$ directly so that we may speak of the quotient sheaf $\mathfrak{S}^{\prime \prime}=\mathbb{S} / \mathfrak{S}^{\prime}$. We shall obtain the existence of $\mathcal{S}^{\prime \prime}$ in a slightly different manner by defining first a presheaf for $\mathfrak{S}^{\prime \prime}$.

Let $\mathbb{S}^{\prime}$ be a subsheaf of $\mathcal{\Im}$ and $U$ an open set of $X$. The group $\Gamma\left(U, \mathbb{S}^{\prime}\right)$ of sections of $\mathbb{S}^{\prime}$ over $U$ is then a subgroup of $\Gamma(U, \mathcal{S})$, the group of sections of $\mathfrak{S}$ over $U$. We define $S_{U}^{\prime \prime}=\Gamma(U, \mathfrak{S}) / \Gamma\left(U, \mathfrak{S}^{\prime}\right)$ so that there is an exact sequence

$$
\begin{equation*}
0 \rightarrow \Gamma\left(U, \Im^{\prime}\right) \rightarrow \Gamma(U, \Im) \rightarrow S_{U}^{\prime \prime} \rightarrow 0 \tag{6}
\end{equation*}
$$

If $V$ is an open set contained in $U$ the restriction homomorphism $\Gamma(U, \mathbb{S}) \rightarrow \Gamma(V, \mathfrak{S})$ maps the subgroup $\Gamma\left(U, \mathbb{S}^{\prime}\right)$ of $\Gamma(U, \mathbb{S})$ to the subgroup $\Gamma\left(V, \mathscr{S}^{\prime}\right)$ of $\Gamma(V, \mathcal{S})$ and induces homomorphisms $r_{V}^{U}: S_{U}^{\prime \prime} \rightarrow S_{V}^{\prime \prime}$. The presheaf $\left\{S_{U}^{\prime \prime}, r_{V}^{V}\right\}$ is the quotient of the canonical presheaf of $\mathbb{S}$ by the subpresheaf given by the canonical presheaf of $\mathbb{S}^{\prime}$. Let $\mathbb{S}^{\prime \prime}$ be the sheaf constructed from the presheaf $\left\{S_{U}^{\prime \prime}, r_{V}^{U}\right\}$. The exact sequence (6) of presheaves induces, by Lemma 2.4.1, an exact sequence of sheaves as required. We collect our results in the following theorem:

Theorem 2.4.2. Let $\mathfrak{S}$ be a sheaf over a topological space $X$ and $\mathfrak{S}^{\prime}$ a subsheaf of $\mathfrak{S}$ with embedding $h^{\prime}: \mathfrak{S}^{\prime} \rightarrow \mathfrak{\subseteq}$. There exists a sheaf $\mathbb{S}^{\prime \prime}$ over $X$, unique up to isomorphism, for which there is an exact sequence

$$
\begin{equation*}
0 \rightarrow \mathbb{S}^{\prime} \xrightarrow{h^{\prime}} \mathbb{S} \xrightarrow{h} \mathbb{S}^{\prime \prime} \rightarrow 0 \tag{7}
\end{equation*}
$$

At each point $x \in X$ the homomorphism $h_{x}$ gives an isomorphism between the quotient group $S_{x} / S_{x}^{\prime}$ and the stalk $S_{x}^{\prime \prime}$ of $\mathfrak{S}^{\prime \prime}$ over $x$.

Remark: From (7) one obtains the exact sequence

$$
\begin{equation*}
0 \rightarrow \Gamma\left(U, \mathfrak{S}^{\prime}\right) \rightarrow \Gamma(U, \mathfrak{S}) \rightarrow \Gamma\left(U, \mathbb{S}^{\prime \prime}\right) \tag{8}
\end{equation*}
$$

In general $\Gamma(U, \mathfrak{S}) \rightarrow \Gamma\left(U, \mathbb{S}^{\prime \prime}\right)$ is not an epimorphism. By (6), $S_{U}^{\prime \prime}$ is the subgroup of $\Gamma\left(U, \mathbb{S}^{\prime \prime}\right)$ consisting of all sections of $\mathfrak{S}^{\prime \prime}$ over $U$ which are images of sections of $\mathfrak{S}$ over $U$.

Let $\mathcal{S}=(S, \pi, X)$ be a sheaf over $X$ and let $Y$ be a subset of $X$. If the subset $\pi^{-1}(Y)$ of $S$ is given the induced topology the triple $\left(\pi^{-1}(Y), \pi \mid \pi^{-1}(Y), Y\right)$ defines in a natural manner a sheaf $\mathbb{S} \mid Y$ over $Y$ called the restriction of $\subseteq$ to $Y$.

Theorem 2.4.3. Let $Y$ be a closed subset of the topological space $X$ and $\mathfrak{S}=(S, \pi, Y)$ a sheaf over $Y$. There exists a sheat $\hat{\mathfrak{S}}$ over $X$, unique up to isomorphism, such that $\hat{\mathfrak{G}} \mid Y=\mathbb{S}$ and $\hat{\mathfrak{G}} \mid(X-Y)=0$. The groups $\Gamma(U, \hat{\mathscr{S}})$ and $\Gamma(U \cap Y, \mathcal{S})$ are isomorphic for any open set $U$ of $X$. ( $\hat{\mathcal{G}}$ is called the (trivial) extension of $\mathfrak{\Im}$ to $X$.)

Proof: Uniqueness follows immediately from the properties of $\hat{\mathfrak{E}}:$ if $\hat{\mathfrak{S}}=(\hat{S}, \hat{\pi}, X)$ then $\hat{S}=S \cup((X-Y) \times 0), \hat{\pi}(\alpha)=\pi(\alpha)$ for $\alpha \in S, \hat{\pi}(a \times 0)=a$ for $a \in X-Y$ and therefore the stalk $\hat{S}_{x}=\hat{\pi}^{-1}(x)$ is equal to $\pi^{-1}(x)$ for $x \in Y$ and equal to the zero group for $x \in X-Y$. The sets $s(U \cap Y) \cup((U \cap(X-Y)) \times 0)$, for arbitrary open sets $U$ of $X$ and arbitrary sections $s$ of $\subseteq$ over $U$, define a basis for the topology of $\hat{S}$. This completes the construction of $\hat{\mathscr{E}}$. It is also possible to define $\hat{\mathcal{E}}$ by means of a presheaf: associate to each open set $U$ of $X$ the group $S_{U}=\Gamma(U \cap Y, \mathcal{S})$ and to each pair of open sets $U, V$ with $V \subset U$ the restriction homomorphism $r V: \Gamma(U \cap Y, \mathfrak{S}) \rightarrow \Gamma(V \cap Y$, () . Since $Y$ is closed, each point $x \in X-Y$ has an open neighbourhood $U$ for which $U \cap Y$ is empty and $\hat{S}_{U}=0$. Therefore the sheaf $\hat{\mathscr{S}}$ constructed from the presheaf $\left\{\hat{S}_{U}, r_{V}^{V}\right\}$ has $\hat{\mathfrak{S}} \mid Y=\mathfrak{S}$ and $\hat{\mathfrak{S}} \mid X-Y=0$. In fact $\left\{S_{U}, r_{\hat{V}}^{W}\right\}$ is the canonical presheaf of $\hat{\mathscr{E}}$.

Remark: Suppose that at some boundary point of $Y$ the stalk of $\mathfrak{S}$ has a non-zero element. Then $S$ is a non-Hausdorff space.

### 2.5. Examples

1) Let $X$ be a topological space and $A$ an abelian group. The constant sheaf over $X$ with stalk $A$ is defined by the triple ( $X \times A, \pi, X$ ) and is also denoted simply by $A$. Here $\pi: X \times A \rightarrow X$ is the projection from the cartesian product $X \times A$ where $A$ is given the discrete topology. The sum and difference of points ( $x, a$ ) and ( $x, a^{\prime}$ ) in $X \times A$ are equal to ( $x, a \pm a^{\prime}$ ).
2) Let $X$ be a topological space. Associate to each non-empty open set $U$ of $X$ the additive group $S_{U}$ of all continuous complex valued functions defined on $U$. For $V \subset U$ the homomorphism $r_{V}^{U}: S_{\boldsymbol{V}} \rightarrow S_{V}$ is defined by taking the restriction to $V$ of each function defined on $U$. Let $\mathbf{C}_{c}$ be the sheaf constructed from the presheaf $\left\{S_{V_{V}}, r_{V}^{U}\right\}$ as in 2.2. Then $\mathbf{C}_{\mathbf{c}}$ is called the sheaf of germs of local complex valued continuous functions.

The sheaf $\mathbf{C}_{c}^{*}$ of germs of local never zero complex valued continuous functions is defined similarly: associate to each non-empty open set $U$ the abelian group $S_{U}^{*}$ of never zero complex valued continuous functions defined on $U$. The group operation is ordinary multiplication. There is a homomorphism $S_{U} \rightarrow S_{U}^{*}$ which associates to each function $f \in S_{\boldsymbol{T}}$ the function $e^{2 \pi i f} \in S_{\tilde{V}}^{*}$. This defines a homomorphism $\left\{S_{\tilde{U}}, r \bar{\nabla}\right\} \rightarrow\left\{S_{U}^{*}, r_{V}^{\bar{V}}\right\}$ of presheaves and hence a homomorphism $\mathbf{C}_{c} \rightarrow \mathbf{C}_{c}^{*}$ of sheaves (see 2.2). The kernel of the homomorphism $\mathbf{C}_{\boldsymbol{c}} \rightarrow \mathbf{C}_{c}^{*}$ is a subsheaf of $\mathbf{C}_{\boldsymbol{c}}$ isomorphic to the constant sheaf over $X$ with stalk the additive group $\mathbf{Z}$ of integers. Every point $z_{0}$ in the multiplicative group $\mathbf{C}^{*}$ of non-zero complex numbers has an open neighbourhood in which a single branch can be chosen for $\log z$. If $k$ is a germ of $\mathbf{C}_{c}^{*}$ then $(2 \pi i)^{-1} \log k$ is a germ of $\mathbf{C}_{c}$ which maps to $k$ under $\mathbf{C}_{\mathbf{c}} \rightarrow \mathbf{C}_{\mathbf{c}}^{*}$. Therefore there is an exact sequence of sheaves over $X$

$$
\begin{equation*}
0 \rightarrow \mathbf{Z} \rightarrow \mathbf{C}_{c} \rightarrow \mathbf{C}_{c}^{*} \rightarrow 0 . \tag{9}
\end{equation*}
$$

3) Now let $X$ be a $n$-dimensional differentiable manifold. We adopt the following definition (see de Rham [1], § 1 , and Lang [1]). $X$ is a HausdORFF space with a countable basis. At each point $x \in X$ certain real valued functions are distinguished and called differentiable at $x$. Each function is defined on some open neighbourhood of $x$ and the following axiom is satisfied:

There is an open neighbourhood $U$ of $x$ and a homeomorphism $g$ from $U$ on to an open subset of $\mathbf{R}^{\boldsymbol{n}}$ such that, for all $y \in U$, if $f$ is a real valued function defined on a neighbourhood $V$ of $y$ and $h=g \mid U \cap V$, then $f$ is differentiable at $y$ if and only if $f h^{-1}$ is $C^{\infty}$-differentiable at $g(y)$.

Here $f h^{-1}$ is a real valued function defined on an open neighbourhood of $g(x)$ in $\mathbf{R}^{n}$. It is $C^{\infty}$-differentiable at $g(x)$ if all the partial derivatives exist and are continuous in some neighbourhood of $g(x)$.

A homeomorphism $g$ which satisfies this axiom is called an admissible chart of the differentiable manifold $X$.

If $X$ is a differentiable manifold, and $U$ is an open set of $X$, let $S_{U}$ be the additive group of complex valued functions differentiable in $U$ (a complex valued function is differentiable if and only if its real and imaginary parts are differentiable). Just as in 2), the presheaf $\left\{S_{V}, r_{V}^{U}\right\}$ defines a sheaf $\mathbf{C}_{b}$ : the sheaf of germs of local complex valued differentiable functions. Similarly the sheaf $\mathbf{C}_{\mathbf{b}}^{*}$ of germs of local never zero complex valued differentiable functions is defined. As in 2) there is an exact sequence of sheaves over $X$

$$
\begin{equation*}
0 \rightarrow \mathbf{Z} \rightarrow \mathbf{C}_{\mathrm{b}} \rightarrow \mathbf{C}_{\mathrm{b}}^{*} \rightarrow 0 . \tag{10}
\end{equation*}
$$

4) Now let $X$ be a $n$-dimensional complex manifold. The definition is analogous to that of a differentiable manifold (see Weil [2]). $X$ is a Hausdorff space with a countable basis. At each point $x \in X$ certain
complex valued functions are distinguished and called holomorphic or complex analytic at $x$. Each function is defined on some open neighbourhood of $x$ and the following axiom is satisfied:

There is an open neighbourhood $U$ of $x$ and a homeomorphism $g$ from $U$ on to an open subset of $\mathbf{C}_{n}$ such that, for all $y \in U$, if $f$ is a complex valued function defined on an open neighbourhood $V$ of $y$ and $h=g \mid U \cap V$, then $f$ is holomorphic at $y$ if and only if $f h^{-1}$ is holomorphic at $g(y)$.

A homeomorphism $g$ which satisfies this axiom is called an admissible chart of the complex manifold $X$. The admissible charts of a $n$-dimensional complex manifold $X$ can be used, in a natural way, to define a $2 n$ dimensional differentiable manifold with the same underlying space $X$.

If $X$ is a complex manifold let $S_{U}$ be the additive group of (complex valued) functions holomorphic in $U$. Just as in 2) and 3) these groups define a sheaf $\mathbf{C}_{\omega}$ : the sheaf of germs of local holomorphic functions. Similarly the sheaf $\mathbf{C}_{\omega}^{*}$ of germs of local never zero holomorphic functions is defined and there is an exact sequence of sheaves over $X$

$$
\begin{equation*}
0 \rightarrow \mathbf{Z} \rightarrow \mathbf{C}_{\omega} \rightarrow \mathbf{C}_{\omega}^{*} \rightarrow 0 . \tag{11}
\end{equation*}
$$

Remarks: The sheaves $\mathbf{C}_{6}, \mathbf{C}_{b}, \mathbf{C}_{\omega}$ can also be regarded as sheaves of C-modules. In the exact sequences (9), (10), (11) all sheaves are however to be regarded as sheaves of abelian groups. The presheaves used to construct $\mathbf{C}_{c}, \mathbf{C}_{c}^{*}, \mathbf{C}_{b}, \mathbf{C}_{b}^{*}, \mathbf{C}_{\omega}, \mathbf{C}_{\omega}^{*}$ are all canonical presheaves. For instance $\Gamma\left(U, \mathbf{C}_{c}\right)$ is the additive group of all complex valued continuous functions defined on $U$.

### 2.6. Cohomology groups with coefficients in a sheaf

The aim of this section is to define, for each integer $q \geqq 0$, the cohomology group $H^{a}(X, \mathfrak{S})$ of the topological space $X$ with coefficients in a sheaf $\mathfrak{S}$ over $X$. As a first step we define the cohomology groups $H^{q}(\mathfrak{U}, \mathfrak{G})$ of an open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ of $X$ with coefficients in a presheaf $\mathfrak{G}$. The cohomology groups $H^{q}(\mathfrak{U}, \mathfrak{S})$ of $\mathfrak{U}$ with coefficients in a sheaf $\mathfrak{S}$ are defined to be the cohomology groups of $\mathfrak{U}$ with coefficients in the canonical presheaf of $\subseteq$. Finally the cohomology groups $H^{a}(X, \mathfrak{G})$, $H^{q}(X, \mathfrak{S})$ are defined as the direct limit of all groups $H^{q}(\mathfrak{U}, \mathfrak{G}), H^{q}(\mathfrak{U}, \mathfrak{S})$ as $\mathfrak{U}$ runs through "all" open coverings of $X$.

Cohomology groups $H^{q}(\mathfrak{U}, \mathfrak{G}), H^{q}(\mathfrak{U}, \mathfrak{S})$ :
Let $\mathfrak{G}=\left\{S_{U}, r_{V}^{U}\right)$ be a presheaf over $X$ and $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ an open covering of $X$. A $q$-cochain is a function $f$ which associates to each $(q+1)$-ple $\left(i_{0}, \ldots, i_{q}\right)$ of indices in $I$ an element $f\left(i_{0}, \ldots, i_{q}\right)$ of $S_{\left(U_{i_{0}} \cap \ldots \cap U_{i q}\right)}$. The $q$-cochains form a group $C^{a}(\mathfrak{U}, \mathfrak{G})$. Define the coboundary homomorphism

$$
\delta^{q}: C^{q}(\mathfrak{l}, \mathfrak{G}) \rightarrow C^{q+1}(\mathfrak{l}, \mathfrak{G})
$$

by the formula:

$$
\left(\delta^{q} f\right)\left(i_{0}, \ldots, i_{a+1}\right)=\sum_{k=0}^{q+1}(-1)^{k} r_{W}^{W_{k}}\left(f\left(i_{0}, \ldots, \hat{\imath}_{k}, \ldots, i_{a+1}\right)\right)
$$

for $f \in C^{q}(\mathfrak{U}, \mathfrak{G})$. Here the "roof" (^) over a symbol means that the symbol is to be omitted,

$$
W=U_{i_{0}} \cap \cdots \cap U_{i_{k+2}} \text { and } W_{k}=U_{i_{0}} \cap \cdots \cap{\hat{\theta_{i}}}_{i_{k}} \cap \cdots \cap U_{i_{\varepsilon+1}}
$$

As usual $\delta^{a+1} \delta^{a}=0$ and therefore cohomology groups can be defined:

$$
H^{q}(\mathfrak{U}, \mathfrak{G})=\operatorname{kernel}\left(\delta^{q}\right) / \text { image }\left(\delta^{q-1}\right)
$$

The cohomology groups $H^{q}(\mathfrak{U}, \mathfrak{\Im})$ with coefficients in a sheaf $\mathfrak{S}$ over $X$ are then defined as the cohomology groups with coefficients in the canonical presheaf of $\mathfrak{S}$.

Cohomology groups $H^{q}(X, \mathfrak{5}), H^{q}(X, \mathfrak{\Im})$ :
Let $\mathfrak{V}=\left\{V_{i}\right\}_{j \in J}$ be a refinement of the open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$. Choose a map $\tau: J \rightarrow I$ so that $V_{j} \subset U_{\tau j}$ for all $j \in J$. The map $\tau$ defines a homomorphism

$$
\tau^{*}: C^{a}(\mathfrak{U}, \mathfrak{G}) \rightarrow C^{q}(\mathfrak{Z}, \mathfrak{G})
$$

by the formula

$$
\left(\tau^{*} f\right)\left(j_{0}, \ldots, j_{q}\right)=r_{W}^{W^{\prime}}\left(f\left(\tau j_{0}, \ldots, \tau j_{q}\right)\right)
$$

for $f \in C^{a}(\mathfrak{U}, \mathfrak{G})$. Here we have for the moment put $W=V_{j_{0}} \cap \cdots \cap V_{\boldsymbol{j}_{\boldsymbol{q}}}$ and $W^{\prime}=U_{\tau j_{0}} \cap \cdots \cap U_{\tau j_{q}}$ so that $W \subset W^{\prime}$.

For each $q \geqq 0$ there is a commutative diagram

$$
\begin{array}{ccc}
C^{a}(\mathfrak{U}, \mathfrak{G}) & \xrightarrow{\tau^{*}} & C^{a}(\mathfrak{V}, \mathfrak{G}) \\
\delta^{a} \downarrow & & \downarrow \delta^{a} \\
C^{a+1}(\mathfrak{U}, \mathfrak{G}) \xrightarrow{\tau^{*}} & C^{a+1}(\mathfrak{V}, \mathfrak{G}) .
\end{array}
$$

Therefore $\tau^{*}$ induces a homomorphism

$$
t_{\mathfrak{V}}^{\mathfrak{U}}: H^{q}(\mathfrak{U}, \mathfrak{G}) \rightarrow H^{q}(\mathfrak{V}, \mathfrak{G}) .
$$

Lemma 2.6.1. The homomorphism $t_{\mathcal{Z}}^{\mathcal{Z}}$ depends only on the open covering $\mathfrak{U}$ and the refinement $\mathfrak{V}$ of $\mathfrak{U}$, and not on the choice of refinement map $\tau: J \rightarrow I$. Furthermore $t_{\mathfrak{U}}$ is the identity, and if $\mathfrak{B}$ is a refinement of $\mathfrak{V}$ then $t_{\mathfrak{W}}^{\mathfrak{Z}}=t_{\mathfrak{W}}^{\mathfrak{V}} t_{\mathfrak{\vartheta}}^{\mathrm{Z}}$.

Proof: Let $\tau, \tau^{\prime}$ be two maps from $J$ to $I$ with $V_{j} \subset U_{\tau j} \cap U_{\tau^{\prime} j}$. For each $q \geqq 1$ we define a homomorphism (homotopy operator)

$$
k^{q}: C^{a}(\mathfrak{U}, \mathfrak{5}) \rightarrow C^{a-1}(\mathfrak{F}, \mathfrak{G})
$$

by the formula

$$
\left(k^{a} f\right)\left(j_{0}, \ldots, j_{q-1}\right)=\sum_{h=0}^{q-1}(-1)^{h} r_{W}^{W_{h}}\left(f\left(\tau j_{0}, \ldots, \tau j_{h}, \tau^{\prime} j_{h}, \tau^{\prime} j_{h+1}, \ldots, \tau^{\prime} j_{a-1}\right)\right)
$$

for $t \in C^{q}(\mathfrak{U}, \mathfrak{G})$. Here we have for the moment put
and

$$
W=V_{j_{0}} \cap \cdots \cap V_{j_{\mathrm{e}}-1}
$$

$$
W_{h}=U_{\tau j_{0}} \cap \cdots \cap U_{\tau j_{h}} \cap U_{\tau^{\prime} j_{h}} \cap U_{\tau^{\prime} j_{h+1}} \cap \cdots \cap U_{\tau^{\prime} j_{g-1}}
$$

so that $W \subset W_{h}$. Then

$$
\begin{gathered}
k^{1} \delta^{0}=\left(\tau^{\prime}\right)^{*}-\tau^{*} \\
\delta^{q-1} k^{q}+k^{q+1} \delta^{q}=\left(\tau^{\prime}\right)^{*}-\tau^{*} \text { for } q \geqq 1 .
\end{gathered}
$$

This proves the first part of the lemma. The second part follows immediately.

By Lemma 2.6.1, cofine coverings have naturally isomorphic cohomology groups. It is therefore possible, for the definition of the cohomology groups of the space $X$, to restrict attention to proper coverings of $X$ (see the beginning of this paragraph for terminology).

Definition: The cohomology group $H^{a}(X, \mathfrak{( 5 )}$ of the topological space $X$ with coefficients in a presheaf $\mathfrak{G}$ is the direct limit of the groups $H^{q}(\mathfrak{U}, \mathfrak{G})$ with respect to the homomorphisms $t_{\mathfrak{\vartheta}}^{\mathfrak{U}}$, where $\mathfrak{U}$ runs through all proper coverings of $X$.

The cohomology groups $H^{q}(X, \mathcal{S})$ with coefficients in a sheaf $\mathcal{E}$ over $X$ are the cohomology groups with coefficients in the canonical presheaf of $\mathcal{S}$.

The cohomology group $H^{0}(\mathfrak{U}, \mathfrak{S})$ is, by definition, the group of functions $t$ which associate to each $i \in I$ a section $f_{i}$ of $\mathcal{S} \mid \mathfrak{U}_{i}$ such that $f_{i}=t_{j}$ on $U_{i} \cap U_{j}$. Therefore $H^{0}(\mathfrak{U}, \mathfrak{S})=\Gamma(X, \mathfrak{S})$ which gives

Theorem 2.6.2. The cohomology group $H^{0}(X, \Im)$ is naturally isomorphic to the group $\Gamma(X, \mathcal{\Im})$ of sections of $\mathfrak{\Im}$ over $X$.

Now let $\subseteq$ be a sheaf over a closed subset $Y$ of the topological space $X$ and $\hat{\mathcal{E}}$ the trivial extension of $\mathcal{S}$ to $X$ constructed in Theorem 2.4.3. With these notations we have

Theorem 2.6.3. The cohomology groups $H^{q}(Y, \mathfrak{S})$ and $H^{q}(X, \hat{\mathfrak{S}})$ are naturally isomorphic.

Proof: An open covering $\mathfrak{H}=\left\{U_{i}\right\}_{i \in I}$ of $X$ defines an open covering $\mathfrak{U} \mid Y=\left\{U_{i} \cap Y\right\}_{i \in I}$ of $Y$. Every open covering of $Y$ is obtained in this way. For each open set $U$ of $X$ the groups $\Gamma(U \cap Y, \Theta)$ and $\Gamma(U, \widehat{\Xi})$ are naturally isomorphic, and these isomorphisms are compatible with the restriction maps $r \bar{\nabla}$ when $V \subset U$. Therefore there is an isomorphism

$$
C^{q}(\mathfrak{U} \mid Y, \mathfrak{\Im}) \cong C^{q}(\mathfrak{U}, \hat{\mathfrak{S}})
$$

for each $q$ which commutes with the coboundary homomorphisms in the cochain complexes $\left\{C^{q}(\mathfrak{U} \mid Y, \mathfrak{S})\right\}$ and $\left\{C^{q}(\mathfrak{U}, \hat{\mathfrak{E}})\right\}$. Therefore there is a
natural isomorphism

$$
H^{q}(\mathfrak{U} \mid Y, \mathfrak{S}) \cong H^{q}(\mathfrak{U}, \widehat{\mathfrak{S}})
$$

and the statement of the theorem follows.

### 2.7. The exact cohomology sequence for presheaves

Let $\mathfrak{G}, \tilde{\mathfrak{G}}$ be two presheaves over the topological space $X$. A homomorphism $h=\left\{h_{\nabla}\right\}$ from $\mathfrak{G}$ to $\tilde{\mathfrak{G}}$ (see 2.2) induces in a natural way a homomorphism $h_{*}$ from $C^{q}\left(\mathfrak{U}, \mathfrak{( G )}\right.$ to $C^{q}(\mathfrak{U}, \tilde{\mathfrak{G}})$. This homomorphism commutes with the coboundary homomorphisms and therefore defines a homomorphism

$$
h_{*}: H^{q}(\mathfrak{U}, \mathfrak{\mathfrak { G }}) \rightarrow H^{q}(\mathfrak{U}, \tilde{\mathfrak{G}})
$$

for each $q \geqq 0$. If $\mathfrak{V}$ is a refinement of $\mathfrak{U}$ there is a commutative diagram

$$
\begin{array}{ccc}
H^{q}(\mathfrak{U}, \mathfrak{G}) & \xrightarrow{h_{*}} H^{q}(\mathfrak{U}, \tilde{\mathfrak{G}}) \\
t_{\mathfrak{Z}}^{\text {un }} \downarrow & & \downarrow \mathfrak{V})  \tag{12}\\
H^{q}(\mathfrak{V}, \mathfrak{\mathfrak { G }}) & \xrightarrow{h_{*}} H^{q}(\mathfrak{V}, \tilde{\mathfrak{G}})
\end{array}
$$

and hence in the direct limit a homomorphism

$$
h_{*}: H^{q}(X, \mathfrak{G}) \rightarrow H^{q}(X, \tilde{\mathfrak{G}})
$$

Now consider an exact sequence

$$
\begin{equation*}
0 \longrightarrow \mathfrak{G}^{\prime} \xrightarrow{h^{\prime}} \mathfrak{G} \xrightarrow{h} \mathfrak{G}^{\prime \prime} \longrightarrow 0 \tag{13}
\end{equation*}
$$

of presheaves over $X$ (see 2.4). Here 0 denotes the zero presheaf which associates the zero group to each open set of $X$. Let $S_{U}^{\prime}, S_{U}, S_{U}^{\prime \prime}$ be the groups associated to the open set $U$ by the presheaves $\mathfrak{G}^{\prime}, \mathfrak{G}, \mathfrak{G}^{\prime \prime}$. Then $S_{U}^{\prime \prime}$ is the quotient group $S_{U} / S_{U}^{\prime}$. Therefore for each open covering $\mathfrak{U}$ of $X$ the sequence

$$
\begin{equation*}
0 \longrightarrow C^{q}\left(\mathfrak{U}, \mathfrak{G}^{\prime}\right) \xrightarrow{h_{*}^{\prime}} C^{q}(\mathfrak{U}, \mathfrak{G}) \xrightarrow{h_{*}} C^{q}\left(\mathfrak{U}, \mathfrak{G}^{\prime \prime}\right) \longrightarrow 0 \tag{14}
\end{equation*}
$$

induced by (13) is exact.
The theory of cochain complexes implies that there is an exact cohomology sequence

$$
\begin{align*}
& 0 \longrightarrow H^{0}\left(\mathfrak{U}, \mathfrak{G}^{\prime}\right) \xrightarrow{h_{*}^{\prime}} H^{0}(\mathfrak{U}, \mathfrak{G}) \xrightarrow{h_{*}} H^{0}\left(\mathfrak{U}, \mathfrak{G}^{\prime \prime}\right) \xrightarrow{\delta_{*}^{0}} H^{1}\left(\mathfrak{U}, \mathfrak{G}^{\prime}\right) \rightarrow \\
& \cdots \rightarrow H^{q}\left(\mathfrak{U}, \mathfrak{G}^{\prime}\right) \xrightarrow{h_{*}^{\prime}} H^{q}(\mathfrak{U}, \mathfrak{G}) \xrightarrow{h_{*}} H^{q}\left(\mathfrak{U}, \mathfrak{G}^{\prime \prime}\right) \xrightarrow{\boldsymbol{o}_{*}^{q}} H^{q+1}\left(\mathfrak{U}, \mathfrak{G}^{\prime}\right) \rightarrow \cdots . \tag{15}
\end{align*}
$$

The homomorphism $\delta_{*}^{q}$ is obtained in the following way: Represent the element $b \in H^{q}\left(\mathfrak{U}, \mathfrak{G}^{\prime \prime}\right)$ by a cochain $f \in C^{q}\left(\mathfrak{U}, \mathfrak{G}^{\prime \prime}\right)$ with $\delta^{a} f=0$. By the exactness of (14) it is possible to choose a cochain $g \in C^{q}(\mathcal{U}, \mathfrak{G})$ such that $h_{*}(g)=f$. Therefore $\delta^{a} g$ lies in the subgroup $C^{a+1}\left(\mathfrak{U}, \mathfrak{G}^{\prime}\right)$ of $C^{q+1}(\mathfrak{U}, \mathfrak{G})$ and $\delta^{a+1}\left(\delta^{a} g\right)=0$. Then $\delta_{*}^{q} b \in H^{q+1}\left(\mathfrak{U}, \mathfrak{5}^{\prime}\right)$ is the element represented by the cochain $\delta^{a} g$.

Now let $\mathfrak{V}$ be a refinement of the open covering $\mathfrak{U}$ of $X$. There is an exact cohomology sequence for $\mathfrak{V}$, corresponding to (15), and the diagram

$$
\begin{array}{cc}
H^{q}\left(\mathfrak{U}, \mathfrak{S}^{\prime \prime}\right) & \xrightarrow{\delta_{0}^{q}} H^{q+1}\left(\mathfrak{U}, \mathfrak{G}^{\prime}\right) \\
t_{\mathfrak{Z}} \downarrow & \downarrow t_{\mathfrak{V}}^{\mathfrak{u}}  \tag{16}\\
H^{q}\left(\mathfrak{V}, \mathfrak{G}^{\prime \prime}\right) & \xrightarrow{\delta_{*}^{q}} H^{q+1}\left(\mathfrak{V}, \mathfrak{G}^{\prime}\right)
\end{array}
$$

is commutative. Therefore in the direct limit there is a homomorphism for each $q \geqq 0$

$$
\delta_{*}^{q}: H^{q}\left(X, \mathfrak{S}^{\prime \prime}\right) \rightarrow H^{q+1}\left(X, \mathfrak{S}^{\prime}\right)
$$

The commutative diagram (16), and the commutative diagrams (12) given by $h^{\prime}$ and $h$, imply that $t_{\Downarrow}^{\sim}$ is a homomorphism from the exact cohomology sequence (15) for $\mathfrak{U}$ to the corresponding exact cohomology sequence for $\mathfrak{V}$. There is a commutative diagram

$$
\begin{aligned}
& \cdots \rightarrow H^{q}\left(\mathfrak{U}, \mathfrak{G}^{\prime}\right) \xrightarrow{\boldsymbol{h}_{*}^{\prime}} H^{q}(\mathfrak{U}, \mathfrak{( G )}) \xrightarrow{\boldsymbol{h}_{*}} H^{q}\left(\mathfrak{U}, \mathfrak{G}^{\prime \prime}\right) \xrightarrow{\boldsymbol{\delta}_{\boldsymbol{q}}} H^{q+1}\left(\mathfrak{U}, \mathfrak{G}^{\prime}\right) \rightarrow \cdots
\end{aligned}
$$

$$
\begin{align*}
& \cdots \rightarrow H^{q}\left(\mathfrak{V}, \mathfrak{G}^{\prime}\right) \xrightarrow{\boldsymbol{h}_{*}^{\prime}} H^{q}(\mathfrak{V}, \mathfrak{F}) \xrightarrow{\boldsymbol{h}_{*}} H^{q}\left(\mathfrak{V}, \mathfrak{G}^{\prime \prime}\right) \xrightarrow{\boldsymbol{o}_{\boldsymbol{q}}^{q}} H^{q+1}\left(\mathfrak{V}, \mathfrak{G}^{\prime}\right) \rightarrow \cdots . \tag{17}
\end{align*}
$$

The direct limit of exact sequences is again an exact sequence and therefore (17) implies

Lemma 2.7.1. An exact sequence $0 \rightarrow \mathfrak{G}^{\prime} \rightarrow \mathfrak{G} \rightarrow \mathfrak{G}^{\prime \prime} \rightarrow \mathbf{0}$ of presheaves over a topological space $X$ gives a natural exact cohomology sequence $0 \rightarrow H^{0}\left(X, \mathfrak{G}^{\prime}\right) \rightarrow H^{0}(X, \mathfrak{G}) \rightarrow H^{0}\left(X, \mathfrak{G}^{\prime \prime}\right) \rightarrow H^{1}\left(X, \mathfrak{S}^{\prime}\right) \rightarrow \cdots$ $\cdots \rightarrow H^{q}\left(X, \mathfrak{G}^{\prime}\right) \rightarrow H^{q}(X, \mathfrak{G}) \rightarrow H^{q}\left(X, \mathfrak{G}^{\prime \prime}\right) \xrightarrow{\boldsymbol{o}_{\boldsymbol{q}}} H^{q+1}\left(X, \mathfrak{G}^{\prime}\right) \rightarrow \cdots$.

Corollary: Let $0 \rightarrow \mathfrak{G}^{\prime} \rightarrow \mathfrak{G} \xrightarrow{h} \mathfrak{G} \rightarrow \mathfrak{G}^{\prime \prime} \rightarrow 0$ be an exact sequence of presheaves over a topological space $X$, and suppose that $H^{q}\left(X, \mathfrak{G}^{\prime}\right)$ $=H^{q}\left(X, \mathfrak{G}^{\prime \prime}\right)=0$ for all $q \geqq 0$. Then $h_{*}: H^{q}(X, \mathfrak{G}) \rightarrow H^{q}(X, \mathfrak{G})$ is an isomorphism for all $q \geqq 0$.

Proof: Let $h(\mathfrak{G})$ be the image of $h$. Then the exact sequences $0 \rightarrow \mathfrak{G}^{\prime} \rightarrow \mathfrak{G} \rightarrow h(\mathfrak{G}) \rightarrow 0$ and $0 \rightarrow h(\mathfrak{G}) \rightarrow \widetilde{\mathfrak{G}} \rightarrow \mathfrak{G}^{\prime \prime} \rightarrow 0$ imply that $h_{*}$ is the composition of isomorphisms $H^{q}(X, \mathfrak{G}) \rightarrow H^{q}(X, h(\mathfrak{G})) \rightarrow$ $\rightarrow H^{q}(X$, (็) for all $q \geqq 0$.

### 2.8. Paracompact spaces

Certain results of sheaf theory can be proved only for paracompact spaces (see however the bibliographical note to Chapter One). In this section we collect the definitions and theorems on paracompact spaces which are needed. We follow the definitions given by Bourbaki (Topologie générale). Thus compact, locally compact and paracompact spaces are all Hausdorff spaces by definition.

Definition: An open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i} \in_{I}$ of a topological space $X$ is point finite if each point of $X$ is contained in $U_{i}$ for only finitely many $i \in I$. The covering $\mathfrak{U}$ is locally finite if each point of $X$ has an open neighbourhood which meets $U_{i}$ for only finitely many $i \in I$.

Definition: The topological space $X$ is paracompact if it is a HausDORFF space and if every open covering of $X$ has a locally finite refinement.

Theorem 2.8.1 (Dieudonne [1], Théorème 1). Every paracompact space is normal.

Theorem 2.8.2 (Dieudonné [1], Théorème 3). Every locally compact space, which is the union of a countable number of compact subsets, is paracompact. In particular, every locally compact space with a countable basis is paracompact.

The manifolds which occur in this book are, by definition, Hausdorff spaces with a countable basis [see 2.5, 3) and 4)]. They are therefore paracompact by Theorem 2.8.2. It is also true that every metric space is paracompact and that every $C W$-complex is paracompact [Morita, Math. Japon. 1, 60-68 (1948) and Proc. Japan Acad. 30, 711-717 (1954)].

Theorem 2.8 .3 (Shrinking Theorem, Dieudonne [1], Théorème 6). Let $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ be a point finite open covering of a normal space $X$. Then there is an open covering $\mathfrak{V}=\left\{V_{i}\right\}_{i \in I}$ with the same index set $I$ such that $\bar{V}_{i} \subset U_{i}$ for all $i \in I$.

If $\varphi: X \rightarrow \mathbf{R}$ is a continuous function, the support $\operatorname{supp} \varphi$ $=\overline{\{x \in X ; \varphi(x) \neq 0\}}$ is the smallest closed set outside which $\varphi$ is zero.

Definition: Let $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ be an open covering of the topological space $X$. A system $\left\{\varphi_{i}\right\}_{i \in I}$ of real valued continuous functions defined on $X$ is called a partition of unity associated to $\mathcal{U}$ if

1) $\varphi_{i}(x) \geqq 0$ for $x \in X$,
2) $\operatorname{supp} \varphi_{i} \subset U_{i}$,
3) each point $x \in X$ has an open neighbourhood which meets $\operatorname{supp} \varphi_{i}$ for only finitely many $i \in I$,
4) $\sum_{i \in I} \varphi_{i}(x)=1$ for all $x \in X$. [The sum can be formed because of 3 ).]

Theorem 2.8.4. $X$ is paracompact if and only if $X$ is a HAUSDORFF space and every open covering of $X$ admits an associated partition of unity.

Proof: Suppose that $X$ is paracompact and that $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ is an open covering of $X$. Then $X$ is normal (2.8.1) and $\mathfrak{U}$ has a locally finite (and therefore point finite) refinement $\mathfrak{U}^{\prime}=\left\{U_{i}^{\prime}\right\}_{i \in I}$. By the shrinking theorem (2.8.3) there are open coverings $\mathfrak{V}=\left\{V_{i}\right\}_{i \in I}$ and $\mathfrak{W}=\left\{W_{i}\right\}_{i \in I}$ of $X$ such that $\bar{W}_{i} \subset V_{i}$ and $\bar{V}_{i} \subset U_{i}^{\prime}$. By the Urysonn lemma there exists a real valued non-negative function $\varphi_{i}^{\prime}$ on $X$ which is continuous, identically 1 on $\overline{W_{i}}$ and identically 0 outside $V_{i}$. Since $\mathfrak{V}$ and $\mathfrak{W}$ are
locally finite coverings the sum $\psi=\sum_{i \in I} \varphi_{i}^{\prime}$ is a never zero continuous function. The functions $\varphi_{i}=\varphi_{i}^{\prime} / \psi$ satisfy properties 1$\left.\left.), 2\right), 3\right), 4$ ).

Conversely suppose any open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ of $X$ admits an associated partition of unity $\left\{\varphi_{i}\right\}_{i \in I}$. Let $V_{i}$ be the interior of the closed set $\operatorname{supp} \varphi_{i}$. Then $\mathscr{V}=\left\{V_{i}\right\}_{i \in I}$ is an open covering of $X$ [by 4)], is a refinement of $\mathfrak{U}[$ by 2$)]$, and is locally finite [by 3$)]$. Therefore $X$ is paracompact.

### 2.9. Cohomology groups for paracompact spaces

Let $\mathfrak{G}$ be a presheaf over a topological space $X$ and $\mathfrak{\Im}$ the corresponding sheaf (see 2.2). Let $\widetilde{\mathfrak{E}}$ be the canonical presheaf of $\mathfrak{S}$ and $h: \mathfrak{G} \rightarrow \widetilde{\mathfrak{G}}$ the natural homomorphism defined in 2.3. For each $q \geqq 0$ there is a cohomology homomorphism $\quad h_{*}: H^{q}(X, \mathfrak{G}) \rightarrow H^{q}(X, \mathfrak{G})=H^{q}(X, \mathfrak{S})$ defined by $h$.

Theorem 2.9.1. Let $\mathfrak{G}$ be a presheaf over a paracompact space $X$ and let $\subseteq$ be the corresponding sheaf. Then the natural homomorphism $h_{*}: H^{q}(X, \mathfrak{G}) \rightarrow H^{q}(X, \mathfrak{S})$ is an isomorphism.

The above theorem shows that the cohomology groups of a paracompact space with coefficients in a presheaf $\mathfrak{G}$ depend only on the corresponding sheaf $\mathfrak{\subseteq}$. We first prove a preliminary lemma.

Lemma 2.9.2. Let $X$ be a paracompact space, and $\mathfrak{G}$ a presheaf over $X$ with the zero sheaf as corresponding sheaf. Let $\mathfrak{l l}=\left\{U_{i}\right\}_{i \in I}$ be an open covering of $X$ and $f \in C^{Q}(\mathfrak{U}, \mathfrak{G})$. Then there is a refinement $\mathfrak{V}=\left\{V_{j}\right\}_{j \in J}$ of 21 and a map $\tau: J \rightarrow I$ with $V_{j} \subset U_{\tau j}$ for all $j \in J$ such that the cochain $\tau^{*} f \in C^{q}(\mathfrak{V}, \mathfrak{G})$ is zero.

Proof (see Serre [2], p. 218): Let $\mathfrak{G}=\left\{S_{\bar{J}}, r_{V}^{U}\right\}$. We first make the following remark. Let $U$ be any open neighbourhood of a point $x \in X$ and let $g \in S_{\sigma}$. Then there exists an open neighbourhood $V$ of $x$ such that $r_{V}^{U} g=0$. If $V \subset U$ and $g \in S_{U}$ the element $r_{V}^{V} g$ will be referred to as " $g$ regarded as an element of $S_{V}$ ".

Now let $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ be an open covering of $X$. A cochain $f \in C^{q}(\mathfrak{U}, \mathfrak{G})$ associates to each $(q+1)$-ple $\left(i_{0}, \ldots, i_{q}\right)$ an element $f\left(i_{0}, \ldots, i_{q}\right)$ of $S_{\left(U_{i o} \cap \cdots \cap U_{i_{q}}\right)}$. We must now construct a refinement $\mathfrak{V}=\left\{V_{j}\right\}_{j \in J}$ of $\mathfrak{U}$ with the required properties.

Without loss of generality we may assume that $\mathfrak{U}$ is locally finite. By 2.8.1 and 2.8 .3 there is an open covering $\mathfrak{P}=\left\{W_{i}\right\}_{i \in I}$ of $X$ with $\overline{W_{i}} \subset U_{i}$. Let $J=X$ and let $\tau: X \rightarrow I$ be a map for which $x \in W_{\tau x}$. For each point $x \in X$ we choose an open neighbourhood $V_{x}$ of $x$ which fulfils the following conditions:
a) If $x \in U_{i}$ then $V_{x} \subset U_{i}$. If $x \in W_{i}$ then $V_{x} \subset W_{i}$.
b) If $V_{x} \cap W_{i}$ is non-empty then $V_{x} \subset U_{i}$.
c) If $x \in U_{i_{0}} \cap \cdots \cap U_{i_{q}}$ then $f\left(i_{0}, \ldots, i_{q}\right)$, regarded as an element of $S_{V_{x}}$, is zero. [By a) the set $V_{x}$ is contained in $U_{i_{0}} \cap \cdots \cap U_{i_{\varepsilon}}$ ]

Conditions a) and b) can be fulfilled because $\mathfrak{U}$ and $\mathfrak{W}$ are locally finite coverings and $\overline{W_{i}} \subset U_{i}$. By the remark at the beginning of the proof, $V_{x}$ can then be chosen sufficiently small so that c) holds. Let $\mathfrak{V}=\left\{V_{x}\right\}_{x \in X}$.

We shall now show that the cochain $\tau^{*} f \in C^{q}(\mathfrak{V}, \mathfrak{G})$ is zero, i.e. that, for all $\left(x_{0}, \ldots, x_{q}\right)$, the element $f\left(\tau x_{0}, \ldots, \tau x_{q}\right)$, regarded as an element of $S_{\left(V_{x_{0}} \cap \cdots \cap V_{x_{q}}\right)}$ is zero. If $V_{x_{0}} \cap \cdots \cap V_{x_{q}}$ is empty there is nothing to prove. If not, then $V_{x_{0}} \cap V_{x_{k}}$ is non-empty for all $k$ with $0 \leqq k \leqq q$. By a), $V_{x_{0} \cap} \cap W_{\tau x_{k}}$ is non-empty and therefore, by b), $V_{x_{0}} \subset U_{\tau x_{k}}$ for all $k$ with $0 \leqq k \leqq q$. It follows from c) that $f\left(\tau x_{0}, \ldots, \tau x_{q}\right)$, regarded as an element of $S_{V_{x_{0}}}$, is zero. This implies immediately the corresponding result for the smaller set $V_{x_{0}} \cap \cdots \cap V_{x_{q}}$ Q. E. D.

Remark 1: In the particular case $q=0$, Lemma 2.9.2 holds for an arbitrary topological space $X$. It is sufficient to choose an open covering $\mathfrak{V}=\left\{V_{x}\right\}_{x} \in X$ and a map $\tau: X \rightarrow I$ such that $V_{x}$ is an open neighbourhood of $x, V_{x} \subset U_{\tau x}$, and $f(\tau x)$ regarded as an element of $S_{V_{x}}$ is zero.

We now come to the proof of Theorem 2.9.1. The method is due to Serre.

Let $\mathfrak{5}$ be the canonical presheaf of $\mathfrak{S}$ and $h: \mathfrak{G} \rightarrow \widetilde{\mathfrak{5}}$ the natural homomorphism. There is an exact sequence of presheaves

$$
\begin{equation*}
0 \rightarrow \mathfrak{G}^{\prime} \rightarrow \mathfrak{G} \xrightarrow{h} \widetilde{\mathfrak{S}^{\prime}} \rightarrow \mathfrak{G}^{\prime \prime} \rightarrow \mathbf{0} \tag{19}
\end{equation*}
$$

in which both $\mathfrak{G}^{\prime}$ and $\mathfrak{G}^{\prime \prime}$ have the zero sheaf as corresponding sheaf. Lemma 2.9.2 implies that $H^{q}\left(X, \mathfrak{G}^{\prime}\right)=H^{q}\left(X, \mathfrak{G}^{\prime \prime}\right)=0$ for all $q \geqq 0$. Therefore $h_{*}: H^{q}(X, \mathfrak{5}) \rightarrow H^{q}(X, \mathfrak{G})$ is an isomorphism by the corollary to Lemma 2.7.1. Q. E. D.

Remark 2: In the particular case $q=0$, Theorem 2.9 .1 holds for an arbitrary topological space $X$ provided that $\mathfrak{G}^{\prime}=0$ (that is, provided that $h$ is a monomorphism).

### 2.10. The exact cohomology sequence for sheaves

Consider an exact sequence

$$
\begin{equation*}
0 \rightarrow \Theta^{\prime} \rightarrow \subseteq \rightarrow \varsigma^{\prime \prime} \rightarrow 0 \tag{20}
\end{equation*}
$$

of sheaves over the topological space $X$. For each open set $U$ of $X$ there is, in the notation of 2.4 , an exact sequence

$$
\begin{equation*}
0 \rightarrow \Gamma\left(U, \varsigma^{\prime}\right) \rightarrow \Gamma\left(U, \varsigma^{\prime}\right) \rightarrow S_{U}^{\prime \prime} \rightarrow 0 \tag{21}
\end{equation*}
$$

Let $\mathfrak{G}, \mathfrak{G}^{\prime}$ be the canonical presheaves of $\mathfrak{S}, \mathfrak{S}^{\prime}$, but let $\mathfrak{G}^{\prime \prime}$ be the presheaf determined by the groups $S_{U}^{\prime \prime}$. Then there is an exact sequence

$$
\begin{equation*}
0 \rightarrow \mathfrak{G}^{\prime} \rightarrow \mathfrak{G} \rightarrow \mathfrak{G}^{\prime \prime} \rightarrow 0 \tag{22}
\end{equation*}
$$

which, by Lemma 2.7.1, gives an exact cohomology sequence. By definition $H^{a}\left(X, \mathfrak{G}^{\prime}\right)=H^{a}\left(X, \mathfrak{S}^{\prime}\right)$ and $H^{a}(X, \mathfrak{G})=H^{a}(X, \mathfrak{S})$. The sheaf constructed from $\mathfrak{G}^{\prime \prime}$ is $\mathfrak{S}^{\prime \prime}$. If $X$ is paracompact then by Theorem 2.9.1 the natural homomorphism $H^{q}\left(X, \mathfrak{5}^{\prime \prime}\right) \rightarrow H^{q}\left(X, \mathfrak{S}^{\prime \prime}\right)$ is an isomorphism. The groups $H^{q}\left(X, \mathfrak{G}^{\prime \prime}\right)$ can therefore be replaced by $H^{q}\left(X, \mathfrak{S}^{\prime \prime}\right)$ in the exact cohomology sequence given by (22). Moreover the resulting homomorphism

$$
\delta_{*}^{q}: H^{q}\left(X, \Im^{\prime \prime}\right) \rightarrow H^{q+1}\left(X, \Im^{\prime}\right)
$$

is defined in a natural way. We therefore obtain
Theorem 2.10.1. An exact sequence

$$
\begin{equation*}
0 \rightarrow \mathfrak{S}^{\prime} \xrightarrow{h^{\prime}} \subseteq \stackrel{h}{\longrightarrow} \mathfrak{\Im}^{\prime \prime} \rightarrow 0 \tag{23}
\end{equation*}
$$

of sheaves over a paracompact space $X$ gives an exact cohomology sequence

$$
\begin{aligned}
& 0 \rightarrow H^{0}\left(X, \mathbb{S}^{\prime}\right) \xrightarrow{\boldsymbol{n}_{*}^{\prime}} H^{0}\left(X, \mathcal{S}^{\prime} \xrightarrow{\boldsymbol{n}_{*}} H^{0}\left(X, \mathbb{S}^{\prime \prime}\right) \xrightarrow{\delta_{*}^{0}} H^{1}\left(X, \mathbb{S}^{\prime}\right) \rightarrow \cdots\right.
\end{aligned}
$$

in which all homomorphisms are defined in a natural way.
Remark: The remarks in the previous section imply that, for an arbitrary (not necessarily paracompact) topological space $X$, an exact sequence (23) of sheaves over $X$ gives an exact cohomology sequence

We now come to some applications of the exact cohomology sequence which are used in Chapter Four. Let $\mathbf{K}$ be a field and let $\mathbb{S}$ be a sheaf of K-modules over $X$ (see 2.1). Then the cohomology groups $H^{a}(X, \mathcal{S})$ are vector spaces over $\mathbf{K}$. Let $\operatorname{dim} H^{q}(X, \mathcal{S})$ denote dimension over $\mathbf{K}$.

Definition: A sheaf $\mathscr{S}$ of $K$-modules over $X$ is of type $(F)$ if the cohomology groups $H^{q}(X, \mathcal{S})$ are finite dimensional vector spaces over $\mathbf{K}$ and if $\operatorname{dim} H^{q}(X, \mathcal{S})=0$ for all but a finite number of $q \geqq 0$.

If $\mathcal{S}$ is of type $(F)$ the Euler-Poincare characteristic $\chi(X, \mathcal{S})$ can be defined by the formula

$$
\chi(X, \mathcal{S})=\sum_{q=0}^{\infty}(-1)^{q} \operatorname{dim} H^{q}(X, \mathcal{S})
$$

Theorem 2.10.2. Let $0 \rightarrow \mathfrak{S}^{\prime} \rightarrow \Im \rightarrow \mathfrak{S}^{\prime \prime} \rightarrow 0$ be an exact sequence of sheaves over a paracompact space $X$. If two of the sheaves $\mathbb{\Xi}^{\prime}, \mathfrak{\Theta}, \mathfrak{\Xi}^{\prime \prime}$ are of type ( $F$ ) then so is the third, and

$$
\chi\left(X, \mathbb{S}^{\prime}\right)=\chi\left(X, \mathbb{S}^{\prime}\right)+\chi\left(X, \mathbb{\Xi}^{\prime \prime}\right)
$$

Proof: By direct application of Theorem 2.10.1.

Theorem 2.10.3. Let $0 \rightarrow \mathscr{ভ}_{1} \rightarrow \mathfrak{S}_{2} \rightarrow \mathfrak{S}_{3} \rightarrow \cdots \rightarrow \mathscr{\Xi}_{n} \rightarrow 0$ be an exact sequence of sheaves over a paracompact space $X$ which are all of type $(F)$. Then

$$
\sum_{i=1}^{n}(-1)^{i} \chi\left(X, \mathscr{G}_{i}\right)=0
$$

Proof: Let $\Omega_{r}$ be the kernel of the homomorphism from $\mathfrak{S}_{r}$ to $\mathfrak{S}_{r+1}$ and apply Theorem 2.10 .2 to the exact sequences

$$
0 \rightarrow \Omega_{r} \rightarrow \mathscr{S}_{r} \rightarrow \Omega_{r+1} \rightarrow 0
$$

### 2.11. Fine sheaves

In applications of sheaf theory results on the vanishing of cohomology groups are of particular importance.

Definition: Let $\mathfrak{S}$ be a sheaf over a paracompact space $X$. Then $\mathcal{S}$ is a fine sheaf if for each locally finite open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i} \in_{I}$ of $X$ there is a system $\left\{h_{i}\right\}_{i} \in_{I}$ of homomorphisms $h_{i}: \mathfrak{S} \rightarrow \mathfrak{S}$ such that:
I) For each $i \in I$ there is a closed set $A_{i}$ of $X$ such that $A_{i} \subset U_{i}$ and

$$
h_{i}\left(S_{x}\right)=0 \text { for } x \notin A_{i},\left(S_{x}=\text { stalk of } \mathcal{S} \text { at } x\right)
$$

II) $\sum_{i \in I} h_{i}$ is the identity. (The sum can be formed because $\mathfrak{U}$ is locally finite.)

Theorem 2.11.1. Let $\mathfrak{S}$ be a fine sheaf over a paracompact space $X$. Then $H^{a}(X, \mathfrak{S})$ vanishes for $q \geqq 1$.

Proof (see Cartan [4], Exposé XVII): Since $X$ is paracompact it is sufficient to prove that $H^{q}(\mathcal{U}, \mathfrak{\Im})$ vanishes for $q \geqq 1$ for any locally finite open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \subset I}$. We define for $q \geqq 1$ a homomorphism (homotopy operator)

$$
k^{q}: C^{q}(\mathfrak{U}, \mathfrak{S}) \rightarrow C^{q-1}(\mathfrak{U}, \mathfrak{S})
$$

in the following way. Let $f \in C^{q}(\mathfrak{U}, \mathfrak{\Im})$. The cochain $k^{q} f$ associates to each $q$-ple $\left(i_{0}, \ldots, i_{a-1}\right)$ a section $\left(k^{q} f\right)\left(i_{0}, \ldots, i_{a-1}\right)$ of $\mathcal{S}$ over $U_{i_{0}} \cap \cdots \cap U_{i_{q-1}}$. For each index $i \in I$ let $t\left(i, i_{0}, \ldots, i_{a-1}\right)$ be the section of $\subseteq$ over $U_{i_{0}} \cap \cdots \cap U_{i_{q-1}}$ which is equal to $h_{i}\left(f\left(i, i_{0}, \ldots, i_{q-1}\right)\right)$ over the smaller set $U_{i} \cap U_{i_{0}} \cap \cdots \cap U_{i_{d-1}}$ and is zero outside this smaller set. The $h_{i}$ are homomorphisms with properties I) and II). We define

$$
\left(k^{a} f\right)\left(i_{0}, \ldots, i_{a-1}\right)=\sum_{i \in I} t\left(i, i_{0}, \ldots, i_{a-1}\right)
$$

The sum can be formed because $\mathfrak{U}$ is locally finite. Let $\delta^{q}$ be the coboundary homomorphism $C^{q}(\mathfrak{U}, \mathfrak{S}) \rightarrow C^{q+1}(\mathfrak{U}, \mathfrak{S})$. It is easy to prove that, for $q \geqq 1$, the homomorphism $k^{q+1} \delta^{q}+\delta^{a-1} k^{q}$ is equal to the identity. This completes the proof.

The above proof is a generalisation of the cone construction which is used to prove that the cohomology groups of a simplex (with constant coefficients) are trivial.

Now consider the sheaf $\mathbf{C}_{\mathrm{c}}$ over a paracompact space $X$ (see 2.5, Example 2)). Let $\mathfrak{U}$ be a locally finite open covering of $X$. By 2.8.4, $\mathfrak{U}$ has an associated partition of unity $\left\{\varphi_{i}\right\}_{i \in I}$. The functions $\varphi_{i}$ can be used to define homomorphisms $h_{i}: \mathbf{C}_{\boldsymbol{c}} \rightarrow \mathbf{C}_{\boldsymbol{c}}$ as follows. Let $S_{\boldsymbol{U}}$ be the C-module of complex valued continuous functions defined on $U$. For $f \in S_{U}$ define $h_{i}(f)=\varphi_{i} f$. This defines a homomorphism $h_{i}$ from the presheaf $\left\{S_{U}\right\}$ to itself and therefore also a homomorphism $h_{i}$ from $\mathbf{C}_{c}$ to itself (see 2.2). The homomorphisms $h_{i}$ satisfy properties I) and II) of the definition of a fine sheaf. This proves

Theorem 2.11.2. The sheat $\mathbf{C}_{c}$ of germs of local complex valued continuous functions over a paracompact space $X$ is fine.

Exactly the same proof shows that the sheaf of germs of local real valued continuous functions over a paracompact space $X$ is fine. Theorem 2.11 .2 should be regarded as a typical example of a whole class of similar theorems.

Now let $X$ be a differentiable manifold [see 2.5, Example 3)] and $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ an open covering of $X$. Then it is possible to find an associated partition of unity $\left\{\varphi_{i}\right\}_{i \in I}$ in which the functions $\varphi_{i}$ are differentiable (de Rham [1], § 2). With the help of such a differentiable partition of unity it is possible to prove that many sheaves over $X$ are fine. For instance the sheaf $\mathbf{C}_{b}$ of germs of local complex valued differentiable functions is fine. Similarly the sheaf $\mathscr{A}^{p}$ of germs of exterior differential forms of degree $p$ with real (or complex) differentiable functions as coefficients is fine. The canonical presheaf of this sheaf is obtained by associating to each open set $U$ of $X$ the $\mathbf{R}$-module (or C-module) of exterior differential forms of degree $p$ defined on $U$ (see de Rham [1], §4).

### 2.12. Resolutions of sheaves. Theorem of DE RHAM

Consider an exact sequence

$$
\begin{equation*}
0 \rightarrow \mathfrak{S} \xrightarrow{h} \mathscr{S}_{0} \xrightarrow{h^{0}} \mathbb{S}_{1} \xrightarrow{h^{2}} \mathscr{S}_{2} \xrightarrow{h^{2}} \cdots \xrightarrow{h^{p-1}} \mathscr{S}_{p} \xrightarrow{h^{\phi}} \cdots \tag{24}
\end{equation*}
$$

of sheaves over a paracompact space $X$. The sequence is called a resolution of the sheaf $\mathfrak{S}$ if the cohomology groups $H^{q}\left(X, \mathscr{S}_{p}\right)$ vanish for $q \geqq 1$ and $p \geqq 0$. By Theorem 2.11 .1 this is the case if each $\Theta_{p}$ is a fine sheaf. An exact sequence (24) with $\mathcal{S}_{p}$ fine for all $p \geqq 0$ is called a fine resolution of $\mathfrak{G}$. The exact sequence (24) defines a sequence
$0 \rightarrow \Gamma\left(X, \varsigma_{)} \xrightarrow{h_{*}} \Gamma\left(X, \varsigma_{0}\right) \xrightarrow{n_{*}^{0}} \Gamma\left(X, \varsigma_{1}\right) \xrightarrow{h_{*}^{1}} \cdots \xrightarrow{h_{*}^{p}-1} \Gamma\left(X, \varsigma_{p}\right) \xrightarrow{h_{*}^{t}} \ldots\right.$
which in general is exact only at $\Gamma(X, \mathcal{S})$ and $\Gamma\left(X, \mathscr{S}_{0}\right)$. Since $h_{*}^{p+1} h_{*}^{p}=0$ the groups $\Gamma\left(X, \mathcal{E}_{p}\right), p \geqq 0$, and the homomorphisms $h_{*}^{p}$ form an abstract cochain complex.

Theorem 2.12.1. Consider a resolution (24) of a sheaf $\mathfrak{C}$ over a paracompact space $X$. The $q$-th cohomology group of the abstract complex $\left\{\Gamma\left(X, \mathfrak{S}_{p}\right), p \geqq 0\right\}$ is naturally isomorphic to the cohomology group $H^{q}(X, \mathcal{S})$ for $q \geqq 0$. In other words
$H^{q}(X, \mathcal{S}) \cong \operatorname{kernel}\left(h^{q}\right) /$ image $\left(h_{*}^{q}-1\right)$ for $q \geqq 1$,
$H^{0}(X, \mathcal{S}) \cong \operatorname{kernel}\left(h_{*}^{0}\right)$.
Proof: Clearly kernel $\left(h_{\psi}^{0}\right)=\Gamma(X, \mathcal{S})$ which by Theorem 2.6.2 is the cohomology group $H^{0}(X, \mathcal{S})$. This proves the statement for $q=0$. Let $\Omega_{p}$ be the kernel of the homomorphism $h^{p}: \mathbb{S}_{p} \rightarrow \mathscr{S}_{p+1}$. The sequence (24) gives an exact sequence of sheaves over $X$

$$
\begin{equation*}
0 \rightarrow \Omega_{p} \rightarrow \Theta_{p} \xrightarrow{h^{p}} \Omega_{p+1} \rightarrow 0 \tag{26}
\end{equation*}
$$

for each $p \geqq 0$. Since the cohomology groups $H^{q}\left(X, \mathscr{S}_{p}\right)$ vanish for $q \geqq 1$ the exact cohomology sequence of (26) gives natural isomorphisms

$$
\begin{equation*}
H^{q-1}\left(X, \Omega_{p+1}\right) \cong H^{q}\left(X, \Omega_{p}\right) \text { for } q \geqq 2 \tag{27}
\end{equation*}
$$

Since $\Omega_{0}=\boldsymbol{\aleph}$ repeated application of (27) gives

$$
\begin{equation*}
H^{1}\left(X, \Omega_{q-1}\right) \cong H^{a}(X, \Im) \text { for } q \geqq 1 \tag{28}
\end{equation*}
$$

The exact cohomology sequence of (26), with $p$ replaced by $q-1$, contains the exact sequence

$$
\begin{equation*}
H^{0}\left(X, \varsigma_{q-1}\right) \xrightarrow{h_{q}^{q-1}} H^{0}\left(X, \Omega_{q}\right) \rightarrow H^{1}\left(X, \Omega_{q-1}\right) \rightarrow 0 \tag{29}
\end{equation*}
$$

Since $H^{0}\left(X, \Omega_{q}\right)$ is the kernel of $h^{q}$, and $H^{0}\left(X, \mathfrak{S}_{q-1}\right)=\Gamma\left(X, \Im_{q-1}\right)$ the theorem follows from (28) and (29).

Let $X$ be a differentiable manifold [see 2.5, Example 3)] and let $\mathscr{A}^{p}$ be the sheaf of germs of differentiable $p$-forms over $X$ (see the end of 2.11). If $U$ is an open set of $X$ then $\Gamma\left(U, \mathscr{A}^{p}\right)$ is the $\mathbf{R}$-module of differentiable $p$-forms defined on $U$. The exterior derivative $d$ is a homomorphism from $\Gamma\left(U, \mathscr{\varkappa}^{p}\right)$ to $\Gamma\left(U, \mathscr{U}^{p+1}\right)$. In terms of local coordinates the derivative of a $p$-form

$$
\omega=\sum_{i_{1}<\cdots<i_{p}} f_{i_{1}, \ldots, i_{p}} d x_{i_{1}} \wedge \cdots \wedge d x_{i_{p}}
$$

is the $(p+1)$-form

$$
d \omega=\sum_{i_{1}<\cdots<i_{p}} d f_{i_{1}}, \ldots, i_{p} \wedge d x_{i_{1}} \wedge \cdots \wedge d x_{i_{p}} .
$$

Let $\mathbf{R}$ be the constant sheaf of real numbers, $h$ the embedding of $\mathbf{R}$ in the sheaf $\mathscr{A}^{0}$ of germs of real valued differentiable functions, and $h^{p}: \mathscr{A}^{p} \rightarrow \mathscr{A}^{p+1}$ the homomorphism defined by the exterior derivative.

Theorem 2.12.2 (Poincare Lemma). The sequence

$$
0 \rightarrow \mathbf{R} \xrightarrow{h} \mathfrak{A}^{0} \xrightarrow{h^{2}} \mathfrak{A}^{1} \xrightarrow{h^{2}} \ldots \xrightarrow{h^{p-1}} \mathfrak{A}^{p} \xrightarrow{h^{\triangleright}} \ldots
$$

is exact.
Proof: Since $d d=0$ it follows that $h^{p+1} h^{p}=0$ for $p \geqq 0$. It is therefore sufficient to prove the following result. Let $\omega$ be a $p$-form ( $p \geqq 1$ ) defined on an open set $U$. If $d \omega=0$ then there exists a ( $p-1$ )form $\alpha$ defined on an open set $V \subset U$ such that $\omega=d \alpha$ on $V$. This is a local result, so we may assume that $X$ is $n$-dimensional euclidean space. The required result is then the classical form of the Poincare Lemma. It can for instance be proved by induction.

Theorem 2.12.3 (De Rham). Let $X$ be a differentiable manifold and let $A^{p}, p \geqq 0$, be the $\mathbf{R}$-module of differentiable $p$-forms defined on the whole of $X$. Let $Z^{p}$ denote the kernel of the $\mathbf{R}$-homomorphism $d: A^{p} \rightarrow A^{p+1}$. Then $d A^{p-1} \subset Z^{p}$ for $p \geqq 1$. There are isomorphisms

$$
H^{0}(X, \mathbf{R})=Z^{0} \text { and } H^{p}(X, \mathbf{R}) \cong Z^{p} / d A^{p-1}, p \geqq 1
$$

Proof: The exact sequence of Theorem 2.12 .2 is a fine resolution of the constant sheaf $\mathbf{R}$. The homomorphisms $h_{*}^{p}$ of Theorem 2.12.1 are in this case the exterior derivative of forms, so that the result follows from Theorem 2.12.1.

Remark: Exactly the same proof gives the corresponding result for complex valued differentiable $p$-forms. Let $A^{p}$ be the $\mathbf{C}$-module of $p$-forms defined on the whole of $X$ with local complex valued differentiable functions as coefficients. Let $Z^{p}$ be the kernel of the $\mathbf{C}$-homomorphism $d: A^{p} \rightarrow A^{p+1}$. Then there are isomorphisms

$$
H^{0}(X, \mathbf{C}) \cong Z^{0} \text { and } H^{p}(X, \mathbf{C}) \cong Z^{p} / d A^{p-1}, p \geqq 1
$$

## § 3. Fibre bundles

3.1. Let $X$ be a topological space. A sheaf $\mathscr{S}=(S, \pi, X)$ of (not necessarily abelian) groups over $X$ is defined, as in 2.1, by properties I), II) together with property III) in the following slightly modified form:
III) Every stalk has the structure of a group. The group operations associate, to points $\alpha, \beta$ in $S_{x}$, the elements $\alpha \beta, \alpha \beta^{-1}$ in $S_{x}$. $\alpha \beta^{-1}$ depends continuously on $\alpha$ and $\beta$. (It then follows that the identity $1_{x}$ of the group $S_{x}$ depends continuously on $x$ and that $\alpha \beta, \alpha^{-1} \beta$ depend continuously on $\alpha, \beta$.)

The definitions of presheaf, canonical presheaf, etc. carry over with similar modification. As in 2.3 the group $\Gamma(U, \mathfrak{S})$ of sections of $\mathfrak{S}$ over an open set $U$ of $X$ and the restriction homomorphisms $\gamma V$ are defined. The identity of $\Gamma(U, \mathcal{S})$ is the section $x \rightarrow 1_{x}$. [If $U$ is empty then by definition $\Gamma(U, \mathfrak{S})$ consists only of the identity element.]

Cohomology groups $H^{q}(X, \mathcal{S})$ cannot be defined in the non-abelian case. It is nevertheless possible, for $q=1$, to define a cohomology set $H^{1}(X, \Im)$ with a distinguished element 1 . If $\subseteq$ is a sheaf of abelian groups then the cohomology set $H^{1}(X, \mathfrak{S})$ agrees with the cohomology groups defined in 2.6. The distinguished element then corresponds to the zero element of the cohomology group. The cohomology set can again be defined with coefficients in an arbitrary presheaf. For convenience we formulate the definition only for the canonical presheaf, i.e. for the sheaf . 5 itself.

The cohomology set $H^{1}(\mathfrak{U}, \mathfrak{S})$.
Let $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ be an open covering of $X$. A $\mathfrak{U}$-cocycle is a function $f$ which associates, to each ordered pair $i, j$ of elements in $I$, an element $f_{i j} \in \Gamma\left(U_{i} \cap U_{j}, \mathcal{S}\right)$ such that

$$
f_{i j} f_{j k}=f_{i k} \text { in } U_{i} \cap U_{j} \cap U_{k} \text { for all } i, j, k \in I
$$

Equations of this type are always to be understood as holding between the restrictions of sections to a common domain of definition. It follows from the definition that $f_{i i}$ is equal to the identity element of $\Gamma\left(U_{i}, \mathcal{S}\right)$ and that $f_{i j}=\bar{I}_{i j}^{1}$.

The set of $\mathfrak{U}$-cocycles is denoted by $Z^{1}(\mathfrak{U}, \mathfrak{\Im})$. Cocycles $f, f^{\prime}$ are said to be equivalent if for each $i \in I$ there exists an element $g_{i} \in \Gamma\left(U_{i}, \mathcal{S}\right)$ such that

$$
f_{i j}^{\prime}=g_{i}^{-1} f_{i j} g_{j} \text { in } U_{i} \cap U_{j} \text { for all } i, j \in I
$$

The cohomology set $H^{1}(\mathfrak{U}, \mathcal{\Im})$ is the set of equivalence classes of $\mathfrak{U}$-cocycles. Let $\mathfrak{V}=\left\{V_{j}\right\}_{j \in J}$ be a refinement of $\mathfrak{U}$ and let $\tau$ be a map from $J$ to $I$ with $V_{r} \subset U_{\tau r}$ for all $r \in J$. A $\mathfrak{U}$-cocycle $f$ defines a $\mathfrak{V}$-cocycle $\tau^{*} f$ by

$$
\left(\tau^{*} f\right)_{r, s}=f_{\tau r, \tau s} \text { in } V_{r} \cap V_{s} \text { for all } r, s \in J
$$

The map $\tau^{*}$ induces a natural map

$$
t_{\mathfrak{V}}^{\mathfrak{u}}: H^{1}(\mathfrak{u}, \Im) \rightarrow H^{1}(\mathfrak{V}, \mathcal{\Im})
$$

with properties as in Lemma 2.6.1. If ' $\tau$ is another map from $J$ to $I$ with $V_{r} \subset U^{\tau_{\tau r}}$ then the sections $g_{r}=f_{\tau r},{ }^{\prime} \tau r \in \Gamma\left(V_{r}, \mathcal{S}\right)$ define an equivalence

$$
\left(\tau^{*} f\right)_{r, s}=g_{r}^{-1}\left(\tau^{*} f\right)_{r, s} g_{s} \text { in } V_{r} \cap V_{s} \text { for all } r, s \in J
$$

between ' $\tau^{*} f$ and $\tau^{*} f$. Therefore the map $t_{\vartheta}^{21}$ does not depend on the choice of the map $\tau$.

The cohomology set $H^{1}(X, \mathcal{S})$ is the direct limit of the sets $H^{1}(\mathfrak{U}, \mathcal{\Im})$, with respect to the maps $t_{\vartheta}^{\mathcal{U}}$, as $\mathfrak{U}$ runs through all proper open coverings of $X$ (see 2.6 and the beginning of $\S 2$ ). If $\mathfrak{V}$ is a refinement of $\mathfrak{U}$ it can be shown that the map $t_{\mathfrak{Z}}^{\mathrm{U}}$ is one-one, and so $H^{1}(\mathfrak{U}, \mathfrak{S})$ can be regarded as a
subset of $H^{1}(\mathfrak{V}, \mathfrak{S})$. If $\mathfrak{U}$ and $\mathfrak{V}$ are cofine then $H^{1}(\mathfrak{U}, \mathfrak{\Im})$ is identified with $H^{1}(\mathfrak{V}, \mathfrak{\Im})$ in a natural way. It follows that $H^{1}(X, \Im)$ can be regarded as the union of all sets $H^{1}(\mathfrak{U}, \mathfrak{S})$, as $\mathfrak{U}$ runs through all proper open coverings of $X$. The distinguished element $1 \in H^{1}(X, \mathcal{S})$ is represented, for any open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$, by the cocycle $f_{i j}=1 \in \Gamma\left(U_{i} \cap U_{j}\right.$, S).

We now consider the particular case in which $G$ is a group and $\mathbb{S}$ is a sheaf of germs of functions with values in $G$. The functions may be continuous, differentiable or holomorphic depending on the structure of $X$ and $G$. These cases are distinguished by the symbols $G_{c}, G_{b}, G_{\omega}$ which agree with those used in 2.5 .

If $X$ is a topological space and $G$ is a topological group then $G_{c}$ is the sheaf for which $\Gamma\left(U, G_{c}\right)$ is the group of continuous functions from $U$ to $G$.

If $X$ is a differentiable manifold (see 2.5) and $G$ is a real Lie group then $G_{\mathrm{b}}$ is the sheaf for which $\Gamma\left(U, G_{\mathrm{b}}\right)$ is the group of differentiable (i.e. $C^{\infty}$-differentiable, see 2.5) functions from $U$ to $G$.

If $X$ is a complex manifold (see 2.5) and $G$ is a complex Lie group then $G_{\omega}$ is the sheaf for which $\Gamma\left(U, G_{\omega}\right)$ is the group of holomorphic functions from $U$ to $G$.

Convention: If the sheaf $G_{\mathrm{b}}$ over $X$ is mentioned it will be assumed implicitly that $X$ is a differentiable manifold and $G$ is a Lie group. If the sheaf $G_{\omega}$ over $X$ is mentioned it will be assumed implicitly that $X$ is a complex manifold and $G$ is a complex Lie group.

The sheaf $G_{b}$ over $X$ is a subsheaf of the sheaf $G_{c}$ over $X$. The sheaf $G_{\omega}$ over $X$ is a subsheaf of the sheaf $G_{b}$ over $X$. There are natural maps

$$
\begin{equation*}
H^{1}\left(X, G_{b}\right) \rightarrow H^{1}\left(X, G_{c}\right), \quad H^{1}\left(X, G_{\omega}\right) \rightarrow H^{1}\left(X, G_{b}\right) \tag{1}
\end{equation*}
$$

together with the composite map

$$
H^{1}\left(X, G_{\omega}\right) \rightarrow H^{1}\left(X, G_{c}\right) .
$$

If $h: G^{\prime} \rightarrow G$ is a continuous (or differentiable, or holomorphic) transformation of topological groups (or Lie groups, or complex Lie groups) there are sheaf homomorphisms

$$
G_{c}^{\prime} \rightarrow G_{c}, G_{b}^{\prime} \rightarrow G_{b}, G_{\omega}^{\prime} \rightarrow G_{\omega}
$$

and natural maps
$H^{1}\left(X, G_{\mathrm{c}}^{\prime}\right) \rightarrow H^{1}\left(X, G_{\mathrm{c}}\right), H^{1}\left(X, G_{\mathrm{b}}^{\prime}\right) \rightarrow H^{1}\left(X, G_{\triangleright}\right), H^{1}\left(X, G_{\omega}^{\prime}\right) \rightarrow H^{1}\left(X, G_{\omega}\right)$

If $G^{\prime}=G$, and $h$ is the inner automorphism $h(g)=a^{-1} g a(g \in G)$ determined by an element $a \in G$
then the natural maps (2) are all equal to the identity.
3.2. a). Let $X$ be a topological space, and let $G$ be a topological group with identity element $e \in G$. Consider an effective continuous action of a group $G$ on a topological space $F$. Here continuous action means a continuous map $G \times F \rightarrow F$ which maps $g \times f \in G \times F$ to $g f \in F$, such that $g_{1}\left(g_{2} f\right)=\left(g_{1} g_{2}\right) f$ and $e f=f$ for all $f \in F$. Effective means that if $g t=f$ for some $g$, and all $f \in F$, then $g=e$.

Definition: A topological space $W$, together with a continuous map (projection) $\pi: W \rightarrow X$, is called a fibre bundle over $X$ with structure group $G$ and (typical) fibre $F$ if there exists a system of coordinate transformations, that is
I) an open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ of $X$ and homeomorphisms $h_{i}: \pi^{-1}\left(U_{i}\right) \rightarrow U_{i} \times F$ which map the "fibre" $\pi^{-1}(u)$ onto $u \times F$, and
II) elements $g_{i j} \in \Gamma\left(U_{i} \cap U_{j}, G_{\mathrm{c}}\right)$ for all $i, j \in I$ such that

$$
\begin{equation*}
\left(h_{i} h_{j}^{-1}\right)(u \times f)=u \times g_{i j}(u) f \text { for all } u \in U_{i} \cap U_{j}, f \in F . \tag{3}
\end{equation*}
$$

Remark: Since the action of $G$ on $F$ is effective, the element $g_{i j}$ is determined uniquely by $h_{i}$ and $h_{j}$. The $g_{i j}$ clearly define a cocycle $g \in Z^{1}\left(\mathfrak{U}, G_{c}\right)$ and hence an element of the cohomology set $H^{1}\left(\mathfrak{U}, G_{c}\right)$. For example consider the trivial fibre bundle with $W=X \times F$ and $\pi$ the product projection. Any open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ satisfies I), and the functions $g_{i j}=1 \in \Gamma\left(U_{i} \cap U_{j}, G_{c}\right)$ satisfy II). In this case $g$ defines the distinguished element of the cohomology set $H^{1}\left(\mathfrak{U}, G_{c}\right)$.

The definition of a fibre bundle over $X$ will be complete once we specify under what circumstances different systems of coordinate transformations define the same fibre bundle. A homeomorphism $h_{U}: \pi^{-1}(U) \rightarrow U \times F, U$ open in $X$, is called an admissible chart for the system of coordinate transformations I), II) if there are elements $g_{U, i} \in \Gamma\left(U \cap U_{i}, G_{\mathrm{c}}\right)$ for each $i \in I$ such that

$$
\begin{equation*}
\left(h_{U} h_{i}^{-1}\right)(u \times f)=u \times g_{U, i}(u) f \text { for all } u \in U \cap U_{i}, f \in F \tag{*}
\end{equation*}
$$

Definition: Two systems of coordinate transformations make $W$ (together with the projection $\pi$ ) the same fibre bundle $W$ over $X$ with structure group $G$ and fibre $F$ if and only if every admissible chart for one system is an admissible chart for the other system.

Definition: Let $W$ (projection $\pi$ ) and $W^{\prime}$ (projection $\pi^{\prime}$ ) be fibre bundles over $X$ with structure group $G$ and fibre $F$. An isomorphism $k$ from $W$ to $W^{\prime}$ is a homeomorphism $k: W \rightarrow W^{\prime}$ such that, for each point $x \in X$,
I) the fibre $\pi^{-1}(x)$ maps onto the fibre $\pi^{-1}(x)$, and
II) there is an open neighbourhood $U$ of $x$, an element $g_{U} \in \Gamma\left(U, G_{c}\right)$, and admissible charts $h_{U}: \pi^{-1}(U) \rightarrow U \times F$ for $W$ and $h_{U}^{\prime}: \pi^{\prime-1}(U) \rightarrow U \times F$ for $W^{\prime}$ such that

$$
h_{U}^{\prime} k h_{\bar{U}}{ }^{1}(u \times f)=u \times g_{U}(u) f \text { for all } u \in U, f \in F .
$$

Given an open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ of $X$ and a $\mathfrak{U}$-cocycle $g=\left\{g_{i j}\right\} \in$ $\in Z^{1}\left(\mathfrak{U}, G_{\mathrm{c}}\right)$, a fibre bundle $W_{g}$ over $X$ with structure group $G$ and fibre $F$ can be constructed. It is sufficient to form the disjoint union of the cartesian products $U_{i} \times F$ and to identify, for each $u \in U_{i} \cap U_{j}$, the points $u \times f \in U_{j} \times F$ and $u \times g_{i j}(u) t \in U_{i} \times F$. The identification space $W_{g}$ is a fibre bundle with projection induced by the product projections $U_{i} \times F \rightarrow U_{i}$. If $g \in Z^{1}\left(\mathfrak{U}, G_{c}\right)$ and $h \in Z^{1}\left(\mathfrak{V}, G_{c}\right)$ then $W_{g}$ is isomorphic to $W_{h}$ if and only if $g$ and $h$ represent the same element of the cohomology set $H^{1}\left(X, G_{\mathrm{c}}\right)$. Every fibre bundle over $X$ with structure group $G$ and fibre $F$ is isomorphic to a fibre bundle $W_{g}$ for some $g$. We obtain

Theorem 3.2.1. The isomorphism classes of fibre bundles over $X$ with structure group $G$ and fibre $F$ (with a given effective continuous action of $G$ on $F$ ) are in a natural one-one correspondence with the elements of the cohomology set $H^{1}\left(X, G_{\mathrm{c}}\right)$. The trivial fibre bundle $W=X \times F$ corresponds to the distinguished element $1 \in H^{1}\left(X, G_{c}\right)$.

Fibre bundles in the isomorphism class corresponding to $\xi \in H^{1}\left(X, G_{\mathrm{c}}\right)$ are said to be associated to $\xi$. If $F=G$ and the action of $G$ on itself is left translation, then fibre bundles with structure group and fibre $G$ are called principal bundles.

Convention: Elements of $H^{1}\left(X, G_{c}\right)$ will be referred to as $G$-bundles. On the other hand the words fibre bundle, principal bundle will refer to a particular fibre bundle or principal bundle (as in the above definitions) and not to an isomorphism class.
3.2. b). The definitions and results of 3.2 . a) carry over to the differentiable and holomorphic cases. Thus let $X$ be a differentiable (complex) manifold and $G$ a real (complex) Lie group. For turther details on Lie groups see, for instance, Pontrjagin [1]. Consider an effective differentiable (holomorphic) action $G \times F \rightarrow F$ of $G$ on a differentiable (complex) manifold $F$. In the remaining definitions it is only necessary to replace $G_{c}$ throughout by the sheaf $G_{b}\left(G_{\omega}\right)$ over $X$. A fibre bundle $W$ is then automatically a differentiable (complex) manifold. The projection $\pi$ is a differentiable (holomorphic) map. An isomorphism between two fibre bundles is a differentiable (holomorphic) homeomorphism.

We speak of continuous, or differentiable, or complex analytic, fibre bundles and $G$-bundles according as the sheaf $G_{c}$, or $G_{b}$, or $G_{\omega}$, is used in the definition. Let $W$ be a continuous, or differentiable, or complex analytic, fibre bundle over $X$ with projection $\pi$. A section of $W$ over an open set $U$ of $X$ is a continuous, or differentiable, or holomorphic, function $s: U \rightarrow W$ for which $\pi s$ is the identity. If a section over the whole of $X$ exists, we also say simply that $W$ has a section.

Remark: The pattern of 3.2 a) can be used to define many other sorts of fibre bundle (e.g. real analytic, algebraic). One has only to replace $G_{c}$ by another sheaf. In general one speaks of fibre bundles with
structure sheaf (see Grothendieck [1] and Holmann [1]). The sheaves $G_{c}, G_{b}$ and $G_{\omega}$ suffice for the purposes of the present work.
3.2. c). Consider a continuous action of the topological group $G$ on the topological space $F$ which is not effective. The elements $h$ of $G$ which act trivially on $F$ (that is $h f=f$ for all $f \in F$ ) form a closed normal subgroup $N$ of $G$. There is an effective continuous action of the topological group $G / N$ on $F$.

If $G$ is a real Lie group then so is any closed subgroup $N$ of $G$. Therefore a differentiable action of $G$ on the differentiable manifold $F$ defines an effective differentiable action of the real Lie group $G / N$ on $F$.

If $G$ is a complex Lie group then a closed subgroup of $G$ need not be a complex Lie group. It is, however, easy to prove that the closed normal subgroup $N$, defined by a holomorphic action of $G$ on a complex manifold $F$, is a complex Lie group. There is then an effective holomorphic action of the complex Lie group $G / N$ on $F$.

There are natural maps [see 3.1 (2)]

$$
\begin{aligned}
t: H^{1}\left(X, G_{c}\right) & \rightarrow H^{1}\left(X,(G / N)_{c}\right),
\end{aligned} \quad X \text { a topological space, }, ~=X \text { a differentiable manifold, } \quad \begin{array}{ll}
t: H^{1}\left(X, G_{b}\right) & \rightarrow H^{1}\left(X,(G / N)_{b}\right),
\end{array} \quad X \text { a complex manifold. }
$$

Let $W$ be a fibre bundle with structure group $G / N$ and fibre $F$ which is associated to $\boldsymbol{t} \boldsymbol{\xi}, \boldsymbol{\xi} \in H^{1}\left(X, G_{c}\right)$. In this case we also speak of $W$ as a fibre bundle with structure group $G$ and fibre $F$ associated to $\xi$. Similarly for $G_{b}$ and $G_{\omega}$.
3.2. d). The following remarks apply to the continuous, differentiable, and also to the complex analytic, cases.

Let $E$ be a principal bundle over $X$ with structure group and fibre $G$. There is an effective action of $G$ on $E$ defined by right translation on each fibre. With respect to the local product structure $U \times G$ of $E$ (admissible chart) the action of an element $a \in G$ is given by ( $u \times g$ ) $a=u \times g a$. This operation of $a \in G$ on $E$ does not depend on the choice of admissible chart because the coordinate transformations (3), (3*) are defined by left translation.

Consider an action (not necessarily effective) of $G$ on $F$. We now show how to construct, from the principal bundle $E$, a fibre bundle $W$ over $X$ with fibre $F$. Form the cartesian product $E \times F$ and identify $e a \times f$ with $e \times a f$ for each $a \in G, e \in E, f \in F$. The identification space $W$ can be regarded in a natural way as a fibre bundle over $X$ with structure group $G$ and fibre $F$. The fibre bundles $W$ and $E$ are associated to the same $G$-bundle.
3.3. Let $Y, X$ be topological spaces, $\varphi: Y \rightarrow X$ a continuous map, and $G$ a topological group. There is a natural map

$$
\begin{equation*}
\varphi^{*}: H^{1}\left(X, G_{\mathrm{c}}\right) \rightarrow H^{1}\left(Y, G_{\mathrm{c}}\right) \tag{4}
\end{equation*}
$$

If $\xi$ is represented with respect to an open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ of $X$ by a $\mathcal{U}$-cocycle $\left\{g_{i j}\right\}$, then $\varphi^{*} \xi$ is represented with respect to the open covering $\varphi^{-1} \mathfrak{U}=\left\{\varphi^{-1} U_{i}\right\}_{i \in I}$ of $Y$ by the $\varphi^{-1} \mathfrak{U}$-cocycle $\left\{g_{i j} \varphi\right\} . \varphi^{*} \xi$ is called the $G$-bundle induced from the $G$-bundle $\xi$ by the map $\varphi$.

Let $W$ (projection $\pi$ ) be a fibre bundle over $X$ with structure group $G$ and fibre $F$ which is associated to $\xi$. The following construction gives a fibre bundle $\varphi^{*} W$ over $Y$ which is associated to $\varphi^{*} \xi$. Let $\varphi^{*} W$ be the subspace of $Y \times W$ consisting of all points $y \times w \in Y \times W$ with $\varphi(y)=\pi(w)$. The projection of the fibre bundle $\varphi^{*} W$ is induced by the product projection $Y \times W \rightarrow Y$.

Let $\varphi: Y \rightarrow X$ be a differentiable, or holomorphic, map of differentiable, or complex, manifolds $X, Y$ and let $G$ be a real, or complex, LIE group. There is a natural map

$$
\varphi^{*}: H^{1}\left(X, G_{\mathrm{b}}\right) \rightarrow H^{1}\left(Y, G_{\mathrm{b}}\right) \text { or } \varphi^{*}: H^{1}\left(X, G_{\omega}\right) \rightarrow H^{1}\left(Y, G_{\omega}\right) .
$$

The definition of $\varphi^{*}$ and the construction of the fibre bundle $\varphi^{*} W$ follows just as in the continuous case.
3.4. a). Let $G^{\prime}$ be a closed subgroup of the topological group $G$. Consider the space $G / G^{\prime}$ of left cosets $x G^{\prime}, x \in G$, and the map $\sigma$ from $G$ to $G / G^{\prime}$. Let $e \in G$ be the identity element. The statement

$$
\begin{equation*}
\sigma: G \rightarrow G / G^{\prime} \text { admits a local section } \tag{5}
\end{equation*}
$$

means that there is an open neighbourhood $U$ of $\sigma(e)$ in $G / G^{\prime}$ and a continuous map $s: U \rightarrow G$ for which $\sigma s$ is the identity.

Theorem 3.4.1 (see Steenrod [1], 7.4). If (5) holds then $G$ can be regarded in a natural way as a principal bundle over $G / G^{\prime}$ with structure group and fibre $G^{\prime}$ and projection $\sigma$.

Theorem 3.4.2. Let $G^{\prime}$ be a closed subgroup of the real Lie group $G$. Then $G^{\prime}$ is a real LIE group and $G \xrightarrow{\sigma} G / G^{\prime}$ admits a local differentiable (in fact, real analytic) section. $G$ can be regarded in a natural way as a differentiable principal bundle over $G / G^{\prime}$ with structure group and fibre $G^{\prime}$ and projection $\sigma$.

Theorem 3.4.3. Let $G^{\prime}$ be a closed complex LIe subgroup of the complex Lie group $G$. Then $G \xrightarrow{\sigma} G / G^{\prime}$ admits a local holomorphic section. $G$ can be regarded in a natural way as a complex analytic principal bundle over $G / G^{\prime}$ with structure group and fibre $G^{\prime}$ and projection $\sigma$.

The existence of the local differentiable (holomorphic) section $s$ which is asserted in Theorem 3.4.2 (Theorem 3.4.3) can be proved by means of canonical coordinates in an open neighbourhood of $e \in G$. In the special cases which arise in this book it is actually easy to construct $s$ directly.
3.4. b). The following exposition is valid in the continuous, differentiable or complex analytic cases. $X$ will denote a topological space, differentiable manifold or complex manifold and $G$ a topological, real Lie, or complex Lie group according to the case considered. Let $G^{\prime}$ be a closed subgroup of $G$. In the continuous case it will be assumed that (5) holds. In the complex analytic case it will be assumed that $G^{\prime}$ is a complex Lie subgroup of $G$.

Convention: Let $W$ be a fibre bundle with structure group $G$ and fibre $F$ which is associated to a $G$-bundle $\xi$ over $X$ [see 3.2 a) and 3.2. c)]. Let $h$ denote the natural embedding of the set of $G^{\prime}$-bundles over $X$ in the set of $G$-bundles over $X$ induced by the embedding of $G^{\prime}$ in $G$ (see 3.1). If there exists a $G^{\prime}$-bundle $\check{\xi}$ over $X$ with $h \check{\xi}=\xi$ we say "the structure group of $W$ can be reduced to $G^{\prime \prime \prime}$. If such a $G^{\prime}$-bundle arises naturally from the context we say that the structure group can be reduced to $G^{\prime}$ in a natural way.

Let $E$ (projection $\pi$ ) be a principal bundle with fibre $G$ which is associated to a $G$-bundle $\xi$ over $X$. Let $E / G^{\prime}$ be the identification space obtained by identifying, in each fibre of $E$, points which correspond under right multiplication by elements of $G^{\prime}$ [see 3.2. d)]. Consider the commutative diagram


Theorem 3.4.4. E can be regarded in a natural way as a principal bundle over $E / G^{\prime}$ with structure group and fibre $G^{\prime}$ and projection $\sigma$. Let $\check{\xi}$ denote the corresponding $G^{\prime}$-bundle over $E / G^{\prime}$.
$E / G^{\prime}$ can be regarded in a natural way as a fibre bundle over $X$ with structure group $G$, fibre $G / G^{\prime}$ and projection @ ( $G$ acts on $G / G^{\prime}$ by left translation; see 3.2. c)). $E / G^{\prime}$ is associated to the $G$-bundle $\xi$.

Let $h$ be the map from the set of $G^{\prime}$-bundles over $E / G^{\prime}$ to the set of $G$ bundles over $E / G^{\prime}$. Then

$$
\begin{equation*}
h \check{\xi}=\varrho^{*} \xi \tag{6}
\end{equation*}
$$

(After "lifting" by @ the structure group of $\xi$ can be reduced to $G^{\prime}$ in a natural way.)

The proof follows from Theorem 3.4.1, Theorem 3.4.2 or Theorem 3.4.3 according to the case considered. We leave the first parts to the reader and show only how to obtain equation (6). Let $W$ be the subspace of $E / G^{\prime} \times E$ consisting of all points $c \times d$ in $E / G^{\prime} \times E$ with $\varrho(c)=\pi(d)$. By 3.3, $W$ is a principal bundle over $E / G^{\prime}$ with fibre $G$ which is associated to $\varrho^{*} \xi$. By 3.2. d) there is a fibre bundle $\tilde{W}$ over $E / G^{\prime}$ which is constructed from $E \times G$ by the identifications $d a \times a^{-1} g=d \times g$ for all $a \in G^{\prime}$,
$d \in E, g \in G$. $\widetilde{W}$ has structure group $G^{\prime}$ and fibre $G$. The action of $G^{\prime}$ on $G$ is left translation and therefore $\tilde{W}$ can be regarded as a principal bundle over $E / G^{\prime}$ with structure group and fibre $G$ which is associated to $h \check{\xi}$. The rule $k(d \times g)=\sigma(d) \times d g$ for $d \in E, g \in G$ gives a well defined map $k: \widetilde{W} \rightarrow W$ which is an isomorphism of principal bundles. This completes the proof of (6).

In the following theorem the notations of Theorem 3.4.4 are used to state conditions under which the structure group of $\boldsymbol{\xi}$ can be reduced to $G^{\prime}$. We also use the terminology of 3.2. b), so that a section is assumed continuous, differentiable or holomorphic according to the case considered.

Theorem 3.4.5. The structure group of $\xi$ can be reduced to $G^{\prime}$ if and only if the fibre bundle $E / G^{\prime}$ over $X$ has a section s.

If a section s of $E / G^{\prime}$ is given, then the $G^{\prime}$-bundle

$$
\eta=s^{*}(\check{\xi})
$$

is mapped to $\xi$ by the embedding $G^{\prime} \rightarrow G$. In this case there is an open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ of $X$ and a system of admissible charts $U_{i} \times G$ for $E$ such that the coordinate transformations

$$
g_{i j}: U_{i} \cap U_{j} \rightarrow G
$$

map $U_{i} \cap U_{j}$ to the subgroup $G^{\prime}$ of $G$ and such that, with respect to every chart $U_{i} \times G$, the section $s$ associates to $u \in U_{i}$ the point of $E / G^{\prime}$ represented by $u \times e$ (here e $\in G$ is the identity element). The cocycle $\left\{g_{i j}\right\}$ represents the $G$-bundle $\xi$ if the $g_{i j}$ are regarded as maps to $G$, and represents the $G^{\prime}$-bundle $\eta$ if the $g_{i j}$ are regarded as maps to $G^{\prime}$.

Proofs of the theorems in this section can be found in Steenrod [1] and Holmann [1]. The essential fact in the continuous case is the assumption (5) that $G / G^{\prime}$ admits a local section. In the other two cases the analogous assumption is not necessary, because a local section always exists.
3.5. The action of the complex Lie group $\mathbf{G L}(q, \mathbf{C})$ on the complex vector space $\mathbf{C}_{\boldsymbol{q}}$ (see 0.9 ) is continuous and effective. A vector bundle over $X$ is a fibre bundle $W$ over $X$ with structure group $\mathbf{G} \mathbf{L}(q, \mathbf{C})$ and fibre $\mathbf{C}_{\boldsymbol{a}}$. This defines continuous vector bundles over a topological space $X$, differentiable vector bundles over a differentiable manifold $X$, and complex analytic vector bundles over a complex manifold $X$ [see 3.2. b)]. If $q=1, W$ is called a line bundle.

The coordinate transformations between two admissible charts of $W$ preserve the vector space structure on each fibre of $W$. Addition of points on a fibre, and multiplication of a point by a complex number, are therefore defined. Every fibre is a complex vector space. It follows that addition of sections over an open set $U$, and multiplication of a section over $U$ by complex number, are defined. These operations remain
within the domain of continuous, differentiable or holomorphic sections over $U$ according to the case considered [see 3.2. b)]. Therefore the following sheaves over $X$ can be defined:
I) $\boldsymbol{\mathfrak { C }}(W)=$ sheaf of germs of local continuous sections of a continuous vector bundle $W$ over a topological space $X$.

The canonical presheaf of $\boldsymbol{C}(W)$ associates to each open set $U$ of $X$ the C-module of all continuous sections of $W$ over $U$. Similarly:
II) $\mathfrak{A}(W)=$ sheat of germs of local differentiable sections of a differentiable vector bundle $W$ over a differentiable manifold $X$.
III) $\Omega(W)=$ sheaf of germs of local holomorphic sections of a complex analytic vector bundle $W$ over a complex manifold $X$.

The sheaf $\mathfrak{C}(W)$ is fine if $X$ is paracompact. The sheaf $\mathfrak{\mathscr { } ( W ) \text { is fine. } \text { . } { } ^ { ( } )}$ In both cases local sections can be multiplied by the (continuous or differentiable) functions $\varphi_{i}$ of a partition of unity to define sheaf homomorphisms $h_{i}$ (see 2.11).

Let $W$ be a vector bundle associated to a (continuous, differentiable or complex analytic) $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$ over $X$. The following construction gives a principal bundle $E$ over $X$ with structure group and fibre $\mathbf{G L}(q, \mathbf{C})$ which is associated to $L$ :

The fibre of $E$ over $x \in X$ is the set of all isomorphisms between the fixed vector space $\mathbf{C}_{q}$ and the fibre $W_{x}$ of $W$ over $x$.

Vector bundles $W$ with $\mathbf{G} \mathbf{L}(q, \mathbf{R})$ or $\mathbf{G} \mathbf{L}^{+}(q, \mathbf{R})$ as structure group and $\mathbf{R}^{q}$ as fibre (see 0.9 ) are defined similarly. The construction of a principal bundle $E$ from $W$ follows just as for vector bundles with fibre $\mathbf{C}_{q}$.
3.6. a). Let $A, B$ be arbitrary finite dimensional vector spaces over a field $\mathbf{K}$. The direct sum $A \oplus B$ and the tensor product $A \otimes B$ are again vector spaces over $\mathbf{K}$ of $\operatorname{dimension} \operatorname{dim}(A \oplus B)=\operatorname{dim} A+\operatorname{dim} B$ and $\operatorname{dim}(A \otimes B)=\operatorname{dim} A \operatorname{dim} B$. Vectors $a \in A, b \in B$ define vectors $a \oplus b \in A \oplus B$ and $a \otimes b \in A \otimes B$. The product $a \otimes b$ is linear in each factor, and the vector space $A \otimes B$ is generated by the elements of the form $a \otimes b$. There is also a vector space $\operatorname{Hom}(A, B)$ over $\mathbf{K}$, whose elements are the homomorphisms (linear maps) from $A$ to $B$. For each finite dimensional vector space $A$ over $\mathbf{K}$ the dual vector space $A^{*}$ of linear forms is defined. $A^{*}=\operatorname{Hom}(A, \mathbf{K})$ by definition and $\operatorname{dim}\left(A^{*}\right)$ $=\operatorname{dim}(A)$. The vector space $\lambda^{p} A$ of $p$-vectors is also defined. Vectors $a_{1}, a_{2}, \ldots, a_{p} \in A$ define a vector $a_{1} \wedge a_{2} \wedge \cdots \wedge a_{p} \in \lambda^{p} A$, which depends linearly on each factor. A permutation of the factors $a_{1}, a_{2}, \ldots, a_{p}$ multiplies $a_{1} \wedge a_{2} \wedge \cdots \wedge a_{p}$ by the sign of the permutation and $a_{1} \wedge a_{2} \wedge \cdots \wedge a_{p}=0$ if two factors agree. The elements of the form $a_{1} \wedge a_{2} \wedge \cdots \wedge a_{p}$ generate $\lambda^{p} A$. If $\operatorname{dim}(A)=q$ then $\operatorname{dim}\left(\lambda^{p} A\right)=\binom{q}{p}$. (For full details of these definitions from multilinear algebra see BoURbaki, Algèbre, Chap. II.)
3.6. b). Let $W$ be a vector bundle over $X$. The fibre $W_{x}$ over the point $x \in X$ is a complex vector space isomorphic to the typical fibre $\mathbf{C}_{q}$. Let $W^{\prime}$ be another vector bundle over $X$ with fibre $W_{x}^{\prime}$ and typical fibre $\mathbf{C}_{q^{\prime}}$ (see 3.5).

It is possible to define in a natural way the vector bundles $W \oplus W^{\prime}$ (Whitney sum of $W$ and $W^{\prime}$ ), $W \otimes W^{\prime}$ (tensor product), $\operatorname{Hom}\left(W, W^{\prime}\right)$, $W^{*}$ (dual bundle) and $\lambda^{p} W$ (bundle of $p$-vectors). The fibres of these vector bundles over the point $x \in X$ are respectively the complex vector spaces $W_{x} \oplus W_{x}^{\prime}, W_{x} \otimes W_{x}^{\prime}, \operatorname{Hom}\left(W_{x}, W_{x}^{\prime}\right), W_{x}^{*}$ and $\lambda^{p} W_{x}$. The vector bundle $\lambda^{p}\left(W^{*}\right)$ is called the bundle of $p$-forms of $W$.

In terms of admissible charts $U \times \mathbf{C}_{q}$ for $W$ and $U \times \mathbf{C}_{q^{\prime}}$ for $W^{\prime}$ the product $U \times\left(\mathbf{C}_{q} \otimes \mathbf{C}_{q^{\prime}}\right)$ is an admissible chart for $W \otimes W^{\prime}$. Coordinate transformations of $W, W^{\prime}$ induce coordinate transformations of $W \otimes W^{\prime}$ in a natural way. Similarly in the other cases. This is a general principle formulated by Milnor (compare Lang [1], Chap. III, § 4 or Milnor, Der Ring der Vektorraumbündel eines topologischen Raumes, Bonn 1959, lecture notes by P. Dombrowski).

If $W$ and $W^{\prime}$ are both continuous, differentiable, or complex analytic then so are the new vector bundles defined above. The following theorem holds in the continuous, in the differentiable, and in the complex analytic case.

Theorem 3.6.1. Let $W, W^{\prime}, W^{\prime \prime}$ be vector bundles over $X$. There are isomorphisms
$\left(W \oplus W^{\prime}\right) \oplus W^{\prime \prime} \cong W \oplus\left(W^{\prime} \oplus W^{\prime \prime}\right), \quad W \oplus W^{\prime} \cong W^{\prime} \oplus W$, $\left(W \otimes W^{\prime}\right) \otimes W^{\prime \prime} \cong W \otimes\left(W^{\prime} \otimes W^{\prime \prime}\right), \quad W \otimes W^{\prime} \cong W^{\prime} \otimes W$, $\left(W \oplus W^{\prime}\right) \otimes W^{\prime \prime} \cong\left(W \otimes W^{\prime \prime}\right) \oplus\left(W^{\prime} \otimes W^{\prime \prime}\right)$,
$\left(W \oplus W^{\prime}\right)^{*} \cong W^{*} \oplus\left(W^{\prime}\right)^{*}, \quad\left(W \otimes W^{\prime}\right)^{*} \cong W^{*} \otimes\left(W^{\prime}\right)^{*}$,
$\operatorname{Hom}\left(W, W^{\prime}\right) \cong W^{*} \otimes W^{\prime}, \quad\left(W^{*}\right)^{*} \cong W$.
If $W$ has typical fibre $\mathbf{C}_{n}$ then for all $0 \leqq p \leqq n$,

$$
\left(\lambda^{p} W\right)^{*} \cong \lambda^{p}\left(W^{*}\right), \quad \lambda^{n}\left(W^{*}\right) \otimes \lambda^{p} W \cong \lambda^{n-p}\left(W^{*}\right)
$$

For the proof of Theorem 3.6.1 see the index of Bourbaki, Algèbre, Chap. III under the heading Isomorphisme canonique.

The operations of Whitney sum, tensor product, etc., defined in this section for vector bundles with a complex vector space as fibre, can be defined in exactly the same way for vector bundles with a real vector space as fibre. Theorem 3.6 .1 holds similarly.
3.6. c). Let $\xi$ be a continuous, differentiable or complex analytic $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle over $X$ and $\xi^{\prime}$ a corresponding $\mathbf{G} \mathbf{L}\left(q^{\prime}, \mathbf{C}\right)$-bundle over $X$. We now define a $\mathbf{G L}\left(q+q^{\prime}, \mathbf{C}\right)$-bundle $\boldsymbol{\xi} \oplus \boldsymbol{\xi}^{\prime}$ (Whitney sum of $\boldsymbol{\xi}$ and $\boldsymbol{\xi}^{\prime}$ ), and a $\mathbf{G L}\left(q q^{\prime}, \mathbf{C}\right)$-bundle $\boldsymbol{\xi} \otimes \xi^{\prime}$ (tensor product of $\boldsymbol{\xi}$ and $\xi^{\prime}$ ). These bundles are again continuous, differentiable or complex analytic according to the case considered.

Let $W, W^{\prime}$ be vector bundles associated to $\boldsymbol{\xi}$, $\xi^{\prime}$. Then $\boldsymbol{\xi} \oplus \xi^{\prime}$ is defined as the $\mathbf{G} \mathbf{L}\left(q+q^{\prime}, \mathbf{C}\right)$-bundle determined by $W \oplus W^{\prime}$. It depends only on $\boldsymbol{\xi}$ and $\xi^{\prime}$. Let $\mathfrak{U}=\left\{U_{i}\right\}_{i} \in I$ be an open covering of $X$ for which $\xi$, $\xi^{\prime}$ can be represented by $\mathcal{U}$-cocycles $\left\{g_{i j}\right\},\left\{g_{i j}^{\prime}\right\}$,

$$
g_{i j}: U_{i} \cap U_{j} \rightarrow \mathbf{G} \mathbf{L}(q, \mathbf{C}), \quad g_{i j}^{\prime}: U_{i} \cap U_{j} \rightarrow \mathbf{G} \mathbf{L}\left(q^{\prime}, \mathbf{C}\right) .
$$

Then the $\mathbf{G L}\left(q+q^{\prime}, \mathbf{C}\right)$-bundle $\boldsymbol{\xi} \oplus \boldsymbol{\xi}^{\prime}$ is represented by a $\mathfrak{U}$-cocycle $\left\{h_{i j}\right\}$ where

$$
h_{i j}(x)=\left(\begin{array}{cc}
g_{i j}(x) & 0 \\
0 & g_{i j}^{\prime}(x)
\end{array}\right) \in \mathbf{G} \mathbf{L}\left(q+q^{\prime}, \mathbf{C}\right) \quad \text { for } \quad x \in U_{i} \cap U_{j} .
$$

Similarly $\boldsymbol{\xi} \otimes \boldsymbol{\xi}^{\prime}$ is defined as the $\mathbf{G} \mathbf{L}\left(q q^{\prime}, \mathbf{C}\right)$-bundle determined by $W \otimes W^{\prime}$. It is represented by a $\mathbb{U}$-cocycle $\left\{h_{i j}\right\}$ where

$$
h_{i j}(x)=g_{i j}(x) \otimes g_{i j}^{\prime}(x) \in \mathbf{G} \mathbf{L}\left(q q^{\prime}, \mathbf{C}\right) \quad \text { for } \quad x \in U_{i} \cap U_{j}
$$

and where $\otimes$ denotes Kronecker product of matrices.
For each continuous, differentiable or complex analytic $\mathbf{G L}(q, \mathbf{C})-$ bundle $\boldsymbol{\xi}$ over $X$ the dual $\mathbf{G L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}^{*}$ and the $\mathbf{G L}\left(\binom{q}{p}, \mathbf{C}\right)$-bundle $\lambda^{p} \boldsymbol{\xi}$ are defined. These are again continuous, differentiable or complex analytic according to the case considered. Let $W$ be a vector bundle associated to $\boldsymbol{\xi}$. Then $\boldsymbol{\xi}^{*}$ is defined as the $\mathbf{G L}(\boldsymbol{q}, \mathbf{C})$-bundle determined by $W^{*}$. If $\boldsymbol{\xi}$ is represented by a $\mathfrak{U}$-cocycle $\left\{g_{i j}\right\}$ then $\xi^{*}$ is represented by the $\mathfrak{U}$-cocycle $\left\{g_{i j}^{*}\right\}$, where

$$
g_{i j}^{*}(x)=\left(g_{i j}^{1}(x)\right)^{\dagger} \in \mathbf{G} \mathbf{L}(q, \mathbf{C}) \quad \text { for } \quad x \in U_{i} \cap U_{j}
$$

is the transpose of the inverse of the matrix $g_{i j}(x)$.
Similarly $\lambda^{p} \xi$ is defined as the $\mathbf{G L}\left(\binom{q}{p}, \mathbf{C}\right)$-bundle determined by $\lambda^{p} W$. It is represented by the $\mathfrak{U}$-cocycle $\left\{g_{i j}^{(p)}\right\}$ where

$$
g_{i j}^{(p)}(x)=g_{i j}(x)^{(p)} \in \mathbf{G} \mathbf{L}\left(\binom{q}{p}, \mathbf{C}\right) \quad \text { for } \quad x \in U_{i} \cap U_{j}
$$

is the $p$-th compound matrix (matrix of $p \times p$ minors) of the matrix $g_{i j}(x)$.

A suitable $\mathfrak{U}$-cocycle can also be obtained as follows. Choose a definite isomorphism which identifies the vector space $\lambda^{p} \mathbf{C}_{q}$ with the vector space $\mathbf{C}_{\binom{q}{p}}$. [Which isomorphism is chosen will be immaterial by 3.1 (2*).] The group $\mathbf{G L}(q, \mathbf{C})$ operates on $\mathbf{C}_{\boldsymbol{u}}$ and hence on $\mathbf{C}_{\left(\begin{array}{c}q \\ p\end{array}\right.}$, giving a holomorphic homomorphism $\psi_{p}$ from $\mathbf{G} \mathbf{L}(q, \mathbf{C})$ to $\mathbf{G} \mathbf{L}\left(\binom{q}{p}, \mathbf{C}\right)$. Then $\lambda^{p} \boldsymbol{\xi}$ is represented by the cocycle $\psi_{p}\left(g_{i j}\right)$.

We write $\mathbf{C}^{*}=\mathbf{G L}(1, \mathbf{C})$. Then $\lambda^{0} \boldsymbol{\xi}$ is the trivial $\mathbf{C}^{*}$-bundle. For a $\mathbf{G L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$ the $\mathbf{C}^{*}$-bundle $\lambda^{a} \boldsymbol{\xi}$ is represented by the $\mathfrak{U}$-cocycle $\left\{g_{i j}^{(q)}\right\}$ where $g_{i j}^{(q)}(x)$ is the determinant of $g_{i j}(x)$ for all $x \in U_{i} \cap U_{j}$.

The definitions in this section carry over immediately for $\mathbf{G L}(q, \mathbf{R})$ and $\mathbf{G} \mathbf{L}^{+}(q, \mathbf{R})$-bundles.
3.7. In the case $q=1$ the group $\mathbf{G L}(1, \mathbf{C})=\mathbf{C}$ * is the multiplicative group of non-zero complex numbers. The tensor product $\boldsymbol{\xi} \otimes \xi^{\prime}$ of two $\mathbf{C}^{*}$-bundles $\boldsymbol{\xi}, \xi^{\prime}$ is again a $\mathbf{C}^{*}$-bundle. If $\boldsymbol{\xi}, \boldsymbol{\xi}^{\prime}$ are represented by $\mathfrak{u}$-cocycles $\left\{g_{i j}\right\}$, $\left\{g_{i j}^{\prime}\right\}$ then $\xi \otimes \xi^{\prime}$ is represented by the $\mathcal{U}$-cocycle $\left\{g_{i j} g_{i j}^{\prime}\right\}$. (The complex valued never zero functions $g_{i j}, g_{i j}^{\prime}$ defined on $U_{i} \cap U_{j}$ are continuous, differentiable, or holomorphic according to the case considered.)

The group operation in $H^{1}\left(X, \mathbf{C}_{c}^{*}\right), H^{1}\left(X, \mathbf{C}_{b}^{*}\right)$ and $H^{1}\left(X, \mathbf{C}_{\omega}^{*}\right)$ in the sense of sheaf theory (see 2.5 and 2.6 ) is therefore the tensor product. If $\xi$ is represented by $\left\{g_{i j}\right\}$ then the inverse $\xi^{-1}$ is the $\mathbf{C}^{*}$-bundle represented by $\left\{g_{i \bar{i}}{ }^{1}\right\}$. In fact $\xi^{-1}=\xi^{*}$ so that $\xi \otimes \xi^{*}=1$.
3.8. We collect here some further remarks about the $\mathbf{C}^{*}$-bundles considered in 2.5. If $X$ is paracompact there is an exact cohomology sequence

$$
\cdots \rightarrow H^{1}\left(X, \mathbf{C}_{c}\right) \rightarrow H^{1}\left(X, \mathbf{C}_{c}^{*}\right) \xrightarrow{\sigma_{\dot{a}}^{2}} H^{2}(X, \mathbf{Z}) \rightarrow H^{2}\left(X ; \mathbf{C}_{c}\right) \rightarrow \cdots .
$$

By 2.11 the sheaf $\mathbf{C}_{c}$ is fine and the groups $H^{1}\left(X, \mathbf{C}_{c}\right)$ and $H^{2}\left(X, \mathbf{C}_{c}\right)$ are zero. Therefore $\delta_{*}^{1}$ is an isomorphism between the group of continuous C*-bundles over $X$ and the second integer cohomology group of $X$.

If $X$ is a differentiable manifold there is again an exact sequence

$$
\rightarrow H^{1}\left(X, \mathbf{C}_{\mathrm{b}}\right) \rightarrow H^{1}\left(X, \mathbf{C}_{b}^{*}\right) \xrightarrow{\mathrm{o}^{2}} H^{2}(X, \mathbf{Z}) \rightarrow H^{2}\left(X, \mathbf{C}_{\mathrm{b}}\right)
$$

By 2.11 the sheaf $\mathbf{C}_{b}$ is fine and therefore $\delta_{*}^{1}$ is an isomorphism between the group of differentiable $\mathbf{C}^{*}$-bundles and $H^{2}(X, Z)$. It then follows that the natural homomorphism

$$
H^{1}\left(X, \mathrm{C}_{\mathrm{b}}^{*}\right) \rightarrow H^{1}\left(X, \mathrm{C}_{\mathrm{c}}^{*}\right)
$$

of 3.1 (1) is an isomorphism.
If $X$ is a complex manifold there is an exact sequence

$$
\rightarrow H^{1}\left(X, \mathbf{C}_{\omega}\right) \rightarrow H^{1}\left(X, \mathbf{C}_{\omega}^{*} \stackrel{\sigma_{0}^{2}}{\rightarrow} H^{2}(X, \mathbf{Z}) \rightarrow H^{2}\left(X, \mathbf{C}_{\omega}\right)\right.
$$

This sequence is discussed further in 15.9.

## §4. Characteristic classes

Important special cases of the reduction of the structure group of a fibre bundle are discussed in 4.1. The definition of Chern classes of a continuous $\mathbf{U}(q)$-bundle in 4.2 depends on a fundamental theorem of Borel [2] on the cohomology of classifying spaces. The Pontrjagin classes of a continuous $\mathbf{0}(q)$-bundle are defined in 4.5.
4.1. a). The following notations are used in addition to those of 0.9 . Let $L_{r}$ be the $r$-dimensional linear subspace of $\mathbf{C}_{q}$ defined (with respect to the coordinates $\left.z_{1}, z_{2}, \ldots, z_{q}\right)$ by $z_{r+1}=z_{r+2}=\cdots=z_{q}=0$. The invertible $q \times q$ matrices which map $L_{r}$ to itself form a subgroup $\mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C})$ of $\mathbf{G} \mathbf{L}(q, \mathbf{C})$. Matrices $A \in \mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C})$ have the form

$$
A=\left(\begin{array}{cc}
A^{\prime} & B \\
0 & A^{\prime \prime}
\end{array}\right)
$$

where $A^{\prime} \in \mathbf{G} \mathbf{L}(r, \mathbf{C}), A^{\prime \prime} \in \mathbf{G} \mathbf{L}(q-r, \mathbf{C})$ and $B$ is an arbitrary complex matrix with $r$ rows and $q-r$ columns.

The subgroup $\mathbf{G L}(r, q-r ; \mathbf{R})$ of $\mathbf{G} \mathbf{L}(q, \mathbf{R})$ is defined similarly. Matrices $A \in \mathbf{G L}(r, q-r ; \mathbf{R})$ have the above form with $A^{\prime} \in \mathbf{G} \mathbf{L}(r, \mathbf{R})$, $A^{\prime \prime} \in \mathbf{G} \mathbf{L}(q-r, \mathbf{R})$ and $B$ an arbitrary real $r \times(q-r)$ matrix. Let $\mathbf{G} \mathbf{L}^{+}(r, q-r ; \mathbf{R})$ be the subgroup of those $A \in \mathbf{G} \mathbf{L}(r, q-r ; \mathbf{R})$ with $A^{\prime} \in \mathbf{G} \mathbf{L}^{+}(r, \mathbf{R})$ and $A^{\prime \prime} \in \mathbf{G} \mathbf{L}^{+}(q-r, \mathbf{R})$.

$$
\mathfrak{G}(r, q-r ; \mathbf{C})=\mathbf{G} \mathbf{L}(q, \mathbf{C}) / \mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C})=\mathbf{U}(q) / \mathbf{U}(r) \times \mathbf{U}(q-r)
$$

is the Grassmann manifold of $r$-dimensional linear subspaces of $\mathbf{C}_{q}$. Similarly the real Grassmann manifolds

$$
\begin{aligned}
\mathfrak{G}(r, q-r ; \mathbf{R}) & =\mathbf{G} \mathbf{L}(q, \mathbf{R}) / \mathbf{G} \mathbf{L}(r, q-r ; \mathbf{R})=\mathbf{0}(q) / \mathbf{0}(r) \times \mathbf{0}(q-r) \\
\mathfrak{G}^{+}(r, q-r ; \mathbf{R}) & =\mathbf{G} \mathbf{L}^{+}(q, \mathbf{R}) / \mathbf{G} \mathbf{L}^{+}(r, q-r ; \mathbf{R})=\mathbf{S 0}(q) / \mathbf{S} \mathbf{0}(r) \times \mathbf{S} \mathbf{0}(q-r)
\end{aligned}
$$

represent the $r$-dimensional linear subspaces of $\mathbf{R}^{q}$ and the $r$-dimensional oriented linear subspaces of $\mathbf{R}^{q}$ respectively.

The invertible $q \times q$ complex matrices which map $L_{r}$ to itself for each $r$ form a subgroup $\boldsymbol{\Delta}(q, \mathbf{C})$ of $\mathbf{G} \mathbf{L}(q, \mathbf{C})$. Clearly $\boldsymbol{\Delta}(q, \mathbf{C})$ is the subgroup of matrices in $\mathbf{G} \mathbf{L}(q, \mathbf{C})$ which are triangular (all coefficients below the diagonal are zero).

The group $\mathbf{T}^{q}=\boldsymbol{\Delta}(q, \mathbf{C}) \cap \mathbf{U}(q)$ of unitary diagonal matrices is a $q$-dimensional torus. $\mathbf{F}(q)=\mathbf{G} \mathbf{L}(q, \mathbf{C}) / \boldsymbol{\Delta}(q, \mathbf{C})=\mathbf{U}(q) / \mathbf{T}^{a}$ is the manifold of "flags" in $\mathbf{C}_{q}$. Each such flag is a sequence $0=E_{0} \subset E_{1} \subset \cdots \subset E_{q}=\mathbf{C}_{q}$ of linear subspaces $\left(\operatorname{dim} E_{k}=k\right)$ of $\mathbf{C}_{q}$. Note that these descriptions of the Grassmann manifolds and the flag manifold refer to linear subspaces (i. e. subspace through the origin of $\mathbf{C}_{q}$ ).
4.1. b). Certain results on fibre bundles over a topological space $X$ depend on the assumption that $X$ is paracompact (see 2.8).

Let $I$ denote the unit interval $0 \leqq t \leqq 1$. Two continuous maps $f_{0}, t_{1}: X \rightarrow Y$ are homotopic if there exists a continuous map $F: X \times I \rightarrow Y$ such that $F(x, 0)=f_{0}(x)$ and $F(x, 1)=f_{1}(x)$ for all $x \in X$. A cell is a space homeomorphic to $\mathbf{R}^{N}$ for some $N$.
I) Let $X$ be a paracompact space, $W$ a continuous fibre bundle over a space $Y$, and $f_{0}, f_{1}: X \rightarrow Y$ homotopic maps. Then the induced bundles $f_{0}^{*} W, f_{1}^{*} W$ (see 3.3) are isomorphic.

Proofs of I) can be found in Dold [3], 7.10; in Holmann [1], VI. 2.3; in Cartan [1], Exp. VIII, for $X$ locally compact and paracompact; in Steenrod [1], 11.5, for $X$ locally compact with a countable basis; and in Atiyah-Bott [1], Prop. 1.3, for $X$ compact and $W$ a vector bundle.
II) Let $X$ be a paracompact space and $A$ a closed subspace (possibly empty) of $X$. If $W$ is a fibre bundle over $X$ with fibre a cell then every section $s$ of $W$ over $A$ can be extended to a section over $X$.

If it is assumed that the section $s$ can already be extended to an open neighbourhood of $A$ (which is the case in most applications) then II) is a special case of a theorem of Dold [3], 2.8. Other proofs can be found in Holmann [1], VI. 3.1; in Cartan [1], Exp. VIII, for $X$ locally compact and paracompact ; in Steenrod [1], 12.2, for $X$ normal with a countable basis; and in Atiyah-Bott [1], Lemma 1.1, for $W$ a vector bundle.

Now let $G$ be a real Lie group and $G^{0}$ a closed (Lie) subgroup for which $G / G^{0}$ is a cell. The embedding $G^{0} \subset G$ induces [3.1 (2)] a map

$$
\begin{equation*}
H^{1}\left(X, G_{c}^{0}\right) \rightarrow H^{1}\left(X, G_{c}\right) . \tag{1}
\end{equation*}
$$

III) If $X$ is paracompact the map (1) is bijective.

Proof (Steenrod [1], 12.7): By 3.4.2 and 3.4.5 the section extension property II) implies that every fibre bundle over $X$ with structure group $G$ is isomorphic to a fibre bundle $W$ with structure group $G^{0}$. Therefore (1) is surjective. Now suppose that $W, W^{\prime}$ are fibre bundles over $X$ with structure group $G^{0}$ which are isomorphic as bundles with structure group $G$. There is an open covering $\left\{U_{i}\right\}_{i \in J}$ of $X$ such that $W$, $W^{\prime}$ are given by coordinate transformations $g_{i j}: U_{i} \cap U_{j} \rightarrow G^{0}$, $g_{i j}^{\prime}: U_{i} \cap U_{j} \rightarrow G^{0}$ and, for some continuous functions $h_{i}: U_{i} \rightarrow G$,

$$
g_{i j}^{\prime}=h_{i}^{-1} g_{i j} h_{j} \quad \text { in } \quad U_{i} \cap U_{j} \text { for all } i, j \in J
$$

Now let $I$ be the unit interval $0 \leqq t \leqq 1$, and $U_{i}^{0}, U_{i}^{1}$ the open sets in $X \times I$ defined by

$$
\begin{aligned}
& U_{i}^{0}=\left\{(x, t) \in X \times I ; x \in U_{i}, 0 \leqq t<1\right\} \\
& U_{i}^{1}=\left\{(x, t) \in X \times I ; x \in U_{i}, 0<t \leqq 1\right\}
\end{aligned}
$$

Construct a fibre bundle $\tilde{W}$ over $X \times I$ with structure group $G$ and coordinate transformations

$$
\begin{gathered}
g_{i j}^{00}: U_{i}^{0} \cap U_{i}^{0} \rightarrow G^{0} \\
g_{i j}^{11}: U_{i}^{1} \cap U^{1} \rightarrow G^{0} \\
g_{i j}^{01}: U_{i}^{0} \cap U_{i}^{1} \rightarrow G
\end{gathered} \quad \begin{gathered}
\text { by } g_{i j}^{00}(x, t)=g_{i j}^{\prime}(x), g_{i j}^{11}(x, t)=g_{i j}(x), g_{i j}^{01}(x, t)=h_{i}(x) g_{i j}^{\prime}(x)=g_{i j}(x) h_{j}(x) .
\end{gathered}
$$

Then $W$ has structure group $G$, reduced to $G^{0}$ over the closed set $A=X \times\{0\} \cup X \times\{1\}$ of $X \times I$. By 3.4.5, and II) applied to the paracompact space $X \times I$ and the closed subspace $A$, the fibre bundle $W$ is isomorphic to a fibre bundle with structure group $G^{0}$ whose restriction to $X \times\{0\}, X \times\{1\}$ is $W^{\prime}, W$. Consider the maps $f_{0}, f_{1}: X \rightarrow X \times I$ with $f_{0}(x)=x \times\{0\}, f_{1}(x)=x \times\{1\}$. By I), $W$ is isomorphic to $W^{\prime}$. Therefore (1) is injective and the proof of III) is complete.

If $X$ is a differentiable manifold then $X$ is paracompact (2.8.2). Let $G$ be a real Lie group and $G^{0}$ a closed (Lie) subgroup for which $G / G^{0}$ is a cell. There is [ 3.1 (1), (2)] a commutative diagram of maps

IV) Each map in ( $1^{*}$ ) is bijective.

Proof: The lower horizontal arrow is a bijective map by III). A direct proof that the vertical arrows are bijective maps is given in Holmann [1], VI. 1.1.

When $G^{0}$ is a compact subgroup of $G$ an alternative proof that the arrows are bijective maps can be given using the Steenrod approximation theorem (every continuous section of a differentiable fibre bundle over $X$ can be approximated arbitrarily closely by a differentiable section, Steenrod [1], 6.7) and the classification theorem for fibre bundles with structure group $G^{0}$ (for references see the bibliographical note to Chapter One). The general case then follows by application of the theorem that the quotient space of a connected LIe group modulo a maximal compact subgroup is a cell (see Steenrod [1], 12.14).

Properties III) and IV) allow the sets in (1) and (1*) to be identified in a natural way. They can be applied in particular for

$$
\begin{aligned}
& G^{\mathbf{0}}=\mathbf{U}(q), \\
& G=\mathbf{G} \mathbf{L}(q, \mathbf{C}) \\
& G^{0}=\mathbf{U}(r) \times \mathbf{U}(q-r), \quad G=\mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C}) \text { or } \mathbf{G} \mathbf{L}(r, \mathbf{C}) \times \mathbf{G} \mathbf{L}(q-r, \mathbf{C}) \\
& \mathbf{G}^{0}=\mathbf{T} \mathbf{q}, \quad G=\boldsymbol{\Delta}(q, \mathbf{C}) \text { or } \mathbf{G}=\mathbf{C}^{*} \times \cdots \times \mathbf{C}^{*} \quad q \text { times } \\
& G^{0}=\mathbf{0}(q), \quad G=\mathbf{G L}(q, \mathbf{R}) \\
& G^{0}=\mathbf{S O}(q), \quad G=\mathbf{G} \mathbf{L}^{+}(q, \mathbf{R}) \\
& G^{0}=\mathbf{0}(r) \times \mathbf{0}(q-r), \quad G=\mathbf{G} \mathbf{L}(r, q-r ; \mathbf{R}) \text { or } \mathbf{G} \mathbf{L}(r, \mathbf{R}) \times \mathbf{G} \mathbf{L}(q-r, \mathbf{R}) \\
& G^{0}=\mathbf{S O}(r) \times \mathbf{S O}(q-r), G=\mathbf{G} \mathbf{L}^{+}(r, q-r ; \mathbf{R}) \\
& \text { or } \mathbf{G} \mathbf{L}^{+}(\boldsymbol{r}, \mathbf{R}) \times \mathbf{G} \mathbf{L}^{+}(q-\boldsymbol{r}, \mathbf{R}) \text {. }
\end{aligned}
$$

4.1. c). The following results hold in the continuous, differentiable and complex analytic cases.

Let $h: \mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C}) \rightarrow \mathbf{G} \mathbf{L}(r, \mathbf{C}) \times \mathbf{G} \mathbf{L}(q-r, \mathbf{C})$ be the homomorphism defined by $h(A)=A^{\prime} \times A^{\prime \prime}$ [see 4.1. a)]. The kernel of $h$
consists of matrices of the form $\left(\begin{array}{ll}1 & B \\ 0 & 1\end{array}\right)$, where $B$ is a matrix with $r$ rows and $q-r$ columns, and can therefore be identified with a complex vector space of dimension $r(q-r)$. This gives an exact sequence

$$
\begin{equation*}
0 \rightarrow \mathbf{C}_{r(a-r)} \rightarrow \mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C}) \xrightarrow{h} \mathbf{G} \mathbf{L}(r, \mathbf{C}) \times \mathbf{G} \mathbf{L}(q-r, \mathbf{C}) \rightarrow 0 \tag{2}
\end{equation*}
$$

By 3.1 (2) the homomorphism $h$ associates, to each $\mathbf{G L}(r, q-r ; \mathbf{C})$ bundle $\boldsymbol{\xi}$ a $\mathbf{G} \mathbf{L}(r, \mathbf{C}) \times \mathbf{G} \mathbf{L}(q-r, \mathbf{C})$-bundle: that is, a pair $\left(\boldsymbol{\xi}^{\prime}, \boldsymbol{\xi}^{\prime \prime}\right)$ where $\xi^{\prime}$ is a $\mathbf{G} \mathbf{L}(r, \mathbf{C})$-bundle, called a subbundle of $\xi$, and $\xi^{\prime \prime}$ is a $\mathbf{G} \mathbf{L}(q-r, \mathbf{C})$-bundle, called a quotient bundle of $\xi$.

Convention: The statement "the $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$ has subbundle $\boldsymbol{\xi}$ ' and quotient bundle $\xi^{\prime \prime \prime \prime}$ means that there exists a $\mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C})$-bundle which is mapped to $\boldsymbol{\xi}$ by the embedding $\mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C}) \subset \mathbf{G} \mathbf{L}(q, \mathbf{C})$ and which has subbundle $\xi^{\prime}$ and quotient bundle $\xi^{\prime \prime}$.

Let $\varphi_{k}: \boldsymbol{\Delta}(q, \mathbf{C}) \rightarrow \mathbf{C}^{*}$ be the homomorphism which picks out the $k$-th diagonal coefficient $a_{k k}$ of the triangular matrix $A \in \Delta(q, \mathbf{C})$. By 3.1 (2) the homomorphism $\varphi_{k}$ associates to each $\boldsymbol{\Delta}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$ a C*-bundle $\boldsymbol{\xi}_{k}$. The ordered set $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{q}$ is the set of diagonal C*-bundles of $\boldsymbol{\xi}$.

Convention: The statement "the $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$ has diagonal C*-bundles $\xi_{1}, \ldots, \xi_{q}$ " means that there exists a $\boldsymbol{\Delta}(q, \mathbf{C})$-bundle which is mapped to $\xi$ by the embedding $\boldsymbol{\Delta}(q, \mathbf{C}) \subset \mathbf{G} \mathbf{L}(q, \mathbf{C})$ and whose ordered set of diagonal $\mathrm{C}^{*}$-bundles is $\xi_{1}, \ldots, \boldsymbol{\xi}_{q}$.

Theorem 4.1.1. Suppose that the $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$ has diagonal $\mathbf{C}^{*}$-bundles $\xi_{1}, \ldots, \xi_{q}$ and that the $\mathbf{G} \mathbf{L}\left(q^{\prime}, \mathbf{C}\right)$-bundle $\boldsymbol{\xi}^{\prime}$ has diagonal $\mathbf{C}^{*}$-bundles $\xi_{1}^{\prime}, \ldots, \xi_{q^{\prime}}^{\prime}$. Then
$\xi^{*}$ has $q$ diagonal $\mathbf{C}^{*}$-bundles $\xi_{q}^{-1}, \ldots, \xi_{1}^{-1}$,
$\boldsymbol{\xi} \oplus \boldsymbol{\xi}^{\prime}$ has $q+q^{\prime}$ diagonal $\mathbf{C}^{*}$-bundles $\xi_{1}, \ldots, \boldsymbol{\xi}_{q}, \boldsymbol{\xi}_{1}^{\prime}, \ldots, \boldsymbol{\xi}_{q^{\prime}}^{\prime}$,
$\xi \otimes \xi^{\prime}$ has $q q^{\prime}$ diagonal $\mathbf{C}^{*}$-bundles $\xi_{i} \otimes \xi_{j}^{\prime}$,
$\lambda^{p} \xi$ has $\binom{q}{p}$ diagonal $\mathrm{C}^{*}$-bundles $\xi_{i_{1}} \otimes \cdots \otimes \xi_{i_{p}}\left(1 \leqq i_{1}<\cdots<i_{p} \leqq q\right)$.
Proof: Apply 3.6. c) and 3.1 (2*).
4.1. d). The following discussion is again valid in the continuous, differentiable and complex analytic cases.

Let $W$ be a vector bundle (fibre $\mathbf{C}_{q}$ ) over $X$ and let $E$ be the principal bundle [fibre $\mathbf{G L}(q, \mathbf{C})$ ] of isomorphisms from $\mathbf{C}_{\boldsymbol{q}}$ to $W$ constructed in 3.5. By Theorem 3.4.4 there is a fibre bundle ${ }^{[r]} W=E / \mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C})$ over $X$ with fibre the Grassmann manifold $\mathfrak{G}(r, q-r ; \mathbf{C})$. The fibre ${ }^{[r]} W_{x}$ is the Grassmann manifold of $r$-dimensional subspaces of the complex vector space $W_{x}$. The fibre bundles $W, E,{ }^{[r]} W$ are all associated to the same $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$.

Now suppose that ${ }^{[r]} W$ has a section $s$. Then $s$ associates to each $x \in X$ a $r$-dimensional linear subspace $W_{x}^{\prime}$ of $W_{x}$ which depends con-
tinuously (or differentiably, or complex analytically) on $x$. By Theorem 3.4.5 the section $s$ determines a $\mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C})$-bundle with subbundle $\boldsymbol{\xi}^{\prime}$ and quotient bundle $\xi^{\prime \prime}$. The union of all the $W_{x}^{\prime}$ is a vector bundle $W^{\prime}$ over $X$ which is associated to the $\mathbf{G L}(r, \mathbf{C})$-bundle $\xi^{\prime}$. The union of all the $W_{x}^{\prime \prime}=W_{x} / W_{x}^{\prime}$ is a vector bundle $W^{\prime \prime}$ over $X$ which is associated to the $\mathbf{G L}(q-r, \mathbf{C})$-bundle $\boldsymbol{\xi}^{\prime \prime}$.

Remark 1: Every point $x \in X$ has an open neighbourhood $U$ over which $W$ is isomorphic to the product $U \times \mathbf{C}_{q}$. The isomorphism can be chosen so that $W^{\prime}$ is defined in $U \times \mathbf{C}_{q}$ by the equations $z_{r+1}=\cdots=z_{q}=0$. Here $\mathbf{C}_{q}$ is the vector space of $q$-ples $z_{1}, \ldots, z_{q}$ and the form of the isomorphism follows from Theorem 3.4.5.

Let $W, \widetilde{W}$ be vector bundles over $X$. A homomorphism $W \rightarrow \widetilde{W}$ is a continuous (or differentiable, or holomorphic) map from $W$ to $\mathscr{W}$ which maps each fibre $W_{x}$ linearly to $\tilde{W}_{\boldsymbol{x}}$. A sequence of vector bundles and homomorphisms

$$
\begin{equation*}
0 \rightarrow W^{\prime} \rightarrow W \rightarrow W^{\prime \prime} \rightarrow 0 \tag{3}
\end{equation*}
$$

is exact if for each $x \in X$ the corresponding sequence

$$
\begin{equation*}
0 \rightarrow W_{x}^{\prime} \rightarrow W_{x} \rightarrow W_{x}^{\prime \prime} \rightarrow 0 \tag{*}
\end{equation*}
$$

is exact. In this case we write $W^{\prime \prime}=W / W^{\prime}$ and call $W^{\prime}$ a subbundle, $W^{\prime \prime}$ a quotient bundle, of $W$.

Let $W$ be a vector bundle (fibre $\mathbf{C}_{q}$ ) over $X$. A section $s$ of the fibre bundle ${ }^{[r]} W$ defines in a natural way an exact sequence (3) with a subbundle $W^{\prime}$ (fibre $\mathbf{C}_{r}$ ) and a quotient bundle $W^{\prime \prime}$ (fibre $\mathbf{C}_{a-r}$ ). Conversely any such exact sequence determines a section of ${ }^{[r]} W$. If $W^{\prime}, W$ and $W^{\prime \prime}$ are associated to the $\mathbf{G} \mathbf{L}(\boldsymbol{r}, \mathbf{C})$-bundle $\boldsymbol{\xi}^{\prime}$, the $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$ and the $\mathbf{G} \mathbf{L}(q-r, \mathbf{C})$-bundle $\boldsymbol{\xi}^{\prime \prime}$ respectively then there exists an exact sequence (3) if and only if $\boldsymbol{\xi}$ has subbundle $\xi^{\prime}$ and quotient bundle $\xi^{\prime \prime}$.

Remark 2: By Remark 1 an exact sequence (3) satisfies the condition: every point $x \in X$ has an open neighbourhood $U$ over which $W^{\prime}, W$ and $W^{\prime \prime}$ are isomorphic to $U \times \mathbf{C}_{r}, U \times \mathbf{C}_{q}$ and $U \times \mathbf{C}_{a-r}$ respectively and over which the exact sequence (3) corresponds to the exact sequence

$$
0 \rightarrow \mathbf{C}_{r} \rightarrow \mathbf{C}_{r} \oplus \mathbf{C}_{q-r} \rightarrow \mathbf{C}_{q-r} \rightarrow 0
$$

The proofs of the following theorems are left partly to the reader (see 3.6):

Theorem 4.1.2. Consider an exact sequence

$$
\begin{equation*}
0 \rightarrow W^{\prime} \rightarrow W \rightarrow W^{\prime \prime} \rightarrow 0 \tag{3}
\end{equation*}
$$

of vector bundles over $X$, and let $\widetilde{W}$ be another vector bundle over $X$. Then there are exact sequences

$$
\begin{align*}
& 0 \rightarrow \operatorname{Hom}\left(\tilde{W}, W^{\prime}\right) \rightarrow \operatorname{Hom}(\tilde{W}, W) \rightarrow \operatorname{Hom}\left(\tilde{W}, W^{\prime \prime}\right) \rightarrow 0  \tag{4}\\
& 0 \rightarrow W^{\prime} \otimes \tilde{W} \rightarrow W \otimes \tilde{W} \rightarrow W^{\prime \prime} \otimes \tilde{W} \rightarrow 0 \tag{5}
\end{align*}
$$

obtained in a natural way from (3). In addition there is an exact sequence obtained by "dualising" (3)

$$
\begin{equation*}
0 \rightarrow\left(W^{\prime \prime}\right)^{*} \rightarrow W^{*} \rightarrow\left(W^{\prime}\right)^{*} \rightarrow 0 \tag{6}
\end{equation*}
$$

Theorem 4.1.3. An exact sequence

$$
0 \rightarrow F \rightarrow W \rightarrow W^{\prime \prime} \rightarrow 0
$$

of vector bundles over $X$ with $F$ a line bundle determines in a natural way an exact sequence

$$
\begin{equation*}
0 \rightarrow \lambda^{p-1} W^{\prime \prime} \otimes F \rightarrow \lambda^{p} W \rightarrow \lambda^{p} W^{\prime \prime} \rightarrow 0 . \tag{7}
\end{equation*}
$$

Proof: There are natural homomorphisms $\lambda^{p} W \rightarrow \lambda^{p} W^{\prime \prime}$ and $\lambda^{p-1} W \otimes F \rightarrow \lambda^{p} W$. The latter is zero on the kernel of the natural homomorphism from $\lambda^{p-1} W \otimes F$ onto $\lambda^{p-1} W^{\prime \prime} \otimes F$, and therefore induces a homomorphism $\lambda^{p-1} W^{\prime \prime} \otimes F \rightarrow \lambda^{p} W$. This defines the homomorphisms in (7) in a natural way. It is easy to check that (7) is exact.

By dualising the above theorem one obtains
Theorem 4.1.3*. An exact sequence

$$
0 \rightarrow W^{\prime} \rightarrow W \rightarrow F \rightarrow 0
$$

of vector bundles over $X$ with $F$ a line bundle determines in a natural way an exact sequence

$$
\begin{equation*}
0 \rightarrow \lambda^{p} W^{\prime} \rightarrow \lambda^{p} W \rightarrow \lambda^{p-1} W^{\prime} \otimes F \rightarrow 0 \tag{7*}
\end{equation*}
$$

4.1. e). The following results are once again valid in the continuous, differentiable and complex analytic cases.

We consider the situation discussed at the beginning of 4.1. d) and construct from the vector bundle $W$ (fibre $\mathbf{C}_{q}$ ) a fibre bundle $\Delta W=E / \Delta(q, \mathbf{C})$ over $X$ with structure group $\mathbf{G} \mathbf{L}(q, \mathbf{C})$ and fibre the flag manifold

$$
\mathbf{F}(q)=\mathbf{G} \mathbf{L}(q, \mathbf{C}) / \boldsymbol{\Delta}(q, \mathbf{C}) .
$$

The fibre $\Delta W_{x}$ is the manifold of flags in the complex vector space $W_{x}$. The fibre bundles $W$ and ${ }^{\Delta} W$ are associated to the same $\mathbf{G} \mathbf{L}(q, \mathbf{C})$ bundle $\xi$.

Now suppose that $\Delta W$ has a section $s$. Then $s$ associates to each $x \in X$ a flag $s(x)$ in $W_{x}$ which depends continuously (or differentiably, or complex analytically) on $x$. The flag $s(x)$ is an increasing sequence ${ }_{x} L_{0} C_{x} L_{1} \subset \cdots C_{x} L_{q}=W_{x}$ of subspaces of $W_{x}$ with $\operatorname{dim}_{x} L_{r}=r$ [see 4.1. a)]. For each $r$ the union $\cup_{x \in X}{ }_{x} L_{r}$ is by 4.1. d) a vector bundle $W_{(r)}$ over $X$ with fibre $\mathbf{C}_{r}$. There are exact sequences

$$
0 \rightarrow W_{(r)} \rightarrow W_{(r+1)} \rightarrow A_{r+1} \rightarrow 0
$$

with $A_{r}$ a line bundle and $A_{1}=W_{(1)}$. We call $A_{1}, \ldots, A_{q}$ the diagonal line bundles determined by the section $s$. By 3.4 .5 the section $s$ determines a $\Delta(q, C)$-bundle which is mapped to $\xi$ by the embedding $\Delta(q, C) \subset$ $\subset \mathbf{G L}(q, \mathbf{C})$. The line bundles $A_{1}, \ldots, A_{q}$ are associated to the diagonal C*-bundles of this $\boldsymbol{\Delta}(q, \mathbf{C})$-bundle.

Remark: Every point $x \in X$ has an open neighbourhood $U$ over which $W$ is isomorphic to the product $U \times \mathbf{C}_{q}$ and over which $W_{(r)}$ is defined in $U \times \mathbf{C}_{q}$ by $z_{r+1}=\cdots=z_{q}=0$ [see 3.4.5 and 4.1. d)].
4.1. f). The following two theorems hold only in the continuous and differentiable cases. It is assumed that $X$ is paracompact (in the differentiable case this is no restriction, since every differentiable manifold is paracompact by 2.8.2).

Theorem 4.1.4. If the $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$ over $X$ has the $\mathbf{G} \mathbf{L}(r, \mathbf{C})$ bundle $\xi^{\prime}$ as subbundle and the $\mathbf{G} \mathbf{L}(q-r, \mathbf{C})$-bundle $\xi^{\prime \prime}$ as quotient bundle then $\boldsymbol{\xi}$ is equal to the Whitney sum of $\xi^{\prime}$ and $\xi^{\prime \prime}$ :

$$
\xi=\xi^{\prime} \oplus \xi^{\prime \prime}
$$

Theorem 4.1.5. If the $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$ over $X$ has diagonal C*-bundles $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{q}$ then

$$
\xi=\xi_{1} \oplus \xi_{2} \oplus \cdots \oplus \xi_{q}
$$

Proofs: Both theorems follow from properties III) and IV) of 4.1 b ). The set of $\mathbf{G} \mathbf{L}(r, q-r ; \mathbf{C})$-bundles can be identified with the set of $\mathbf{U}(r) \times \mathbf{U}(q-r)$-bundles, and hence with the set of $\mathbf{G} \mathbf{L}(r, \mathbf{C}) \times \mathbf{G} \mathbf{L}(q-r, \mathbf{C})-$ bundles. This proves 4.1.4. The set of $\boldsymbol{\Delta}(q, \mathbf{C})$-bundles can be identified with the set of $\mathbf{T}^{\boldsymbol{a}}$-bundles and hence with the set of $\mathbf{C}^{*} \times \mathbf{C}^{*} \times \cdots \times \mathbf{C}^{*}$ bundles ( $q$ factors). This proves 4.1.5.

Remark: The following alternative proof makes it clearer why Theorems 4.1.4 and 4.1.5 are false in the complex analytic case (Атiчah [3]). Consider an exact sequence (3) of continuous, or differentiable, or complex analytic vector bundles over $X$. The exact sequence (4), with $\overparen{W}=W^{\prime \prime}$, defines a corresponding exact sequence of sheaves of germs of local sections (see 3.5 and 16.1). Denote the corresponding cohomology exact sequence by

$$
\begin{aligned}
& H^{0}\left(X, \operatorname{Hom}\left(W^{\prime \prime}, W^{\prime}\right)\right) \rightarrow H^{0}\left(X, \operatorname{Hom}\left(W^{\prime \prime}, W\right)\right) \rightarrow \\
& \quad \rightarrow H^{0}\left(X, \operatorname{Hom}\left(W^{\prime \prime}, W^{\prime \prime}\right)\right) \xrightarrow{\delta_{i}^{\prime}} H^{1}\left(X, \operatorname{Hom}\left(W^{\prime \prime}, W^{\prime}\right)\right) .
\end{aligned}
$$

The identity homomorphism $W^{\prime \prime} \rightarrow W^{\prime \prime}$ defines an element $I \in H^{0}(X$, $\operatorname{Hom}\left(W^{\prime \prime}, W^{\prime \prime}\right)$ ) and hence an element $\delta_{*}^{0}(I) \in H^{1}\left(X, \operatorname{Hom}\left(W^{\prime \prime}, W^{\prime}\right)\right)$. The exactness shows that there is a splitting homomorphism $W^{\prime \prime} \rightarrow W$ of (3) if and only if $\delta_{*}^{0}(I)=0$. Therefore $W$ is isomorphic to $W^{\prime} \oplus W^{\prime \prime}$ if $\delta_{*}^{0}(I)=0$. In the continuous and differentiable cases the sheaves
$\mathfrak{c}\left(\operatorname{Hom}\left(W^{\prime \prime}, W^{\prime}\right)\right)$ and $\mathcal{A}\left(\operatorname{Hom}\left(W^{\prime \prime}, W^{\prime}\right)\right)$ defined in 3.5 are fine and therefore $H^{1}\left(X, \operatorname{Hom}\left(W^{\prime \prime}, W^{\prime}\right)\right)=0$. This proves 4.1.4. Repeated application of the same result proves Theorem 4.1.5.
4.1. g). The results of 4.1 d ), together with Theorem 4.1.4, also hold in the real case and are summarised in

Theorem 4.1.6. Let $\boldsymbol{\xi}$ be a $\mathbf{G} \mathbf{L}(q, \mathbf{R})$-bundle over $X$ and $W$ an associated vector bundle with fibre $\mathbf{R}^{q}$. Consider the principal bundle $E$ (fibre $\mathbf{G L}(q, \mathbf{R})$ ) of isomorphisms from $\mathbf{R}^{q}$ to $W$. The fibre bundle ${ }^{[r]} W=$ $E / \mathbf{G} \mathbf{L}(r, q-r ; \mathbf{R})$ has fibre ${ }^{[r]} W_{x}$ over $x \in X$ the Grassmann manifold of (unoriented) linear subspaces of $W_{x} . I f^{[r]} W$ has a section sthen the union of subspaces $s(x)$ of $W_{x}$ is a vector bundle $W^{\prime}$ over $X$ associated to a $\mathbf{G} \mathbf{L}(r, \mathbf{R})$ bundle $\xi^{\prime}$. The union of the $W_{x} / s(x)$ is a vector bundle $W^{\prime \prime}$ over $X$ associated to a $\mathbf{G} \mathbf{L}(q-r, \mathbf{R})$-bundle $\xi^{\prime \prime}$. Moreover $\boldsymbol{\xi}$ is equal to the Whitney sum $\xi^{\prime} \oplus \xi^{\prime \prime}$; in other words $W$ is isomorphic to $W^{\prime} \oplus W^{\prime \prime}$.

The theorem remains true if throughout $\mathbf{G} \mathbf{L}$ is replaced by $\mathbf{G} \mathbf{L}^{+}$and unoriented is replaced by oriented. It is also true in the differentiable case.
4.2. In this section we define the Chern cohomology classes of a continuous $\mathbf{U}(q)$-bundle over an "admissible" space. A space $X$ will be called admissible if it is locally compact, the union of a countable number of compact subsets, and finite dimensional. The first two conditions imply (2.8.2) that $X$ is paracompact. In the third condition we use the following definition of dimension: the space $X$ is of dimension $\leqq n$ if every open covering $\mathfrak{U}$ of $X$ has a refinement $\mathfrak{V}$ such that each point of $X$ lies in at most $n+1$ open sets of $\mathfrak{V}$. Under this definition a $n$-dimensional differentiable manifold (see 2.5) is of dimension $n$. In the sequel it will be assumed that all bundles considered are defined over admissible spaces.

The Chern classes will be defined as integral cohomology classes of $X$. Unless otherwise stated the cohomology groups of $X$ with coefficients in an additive group $A$ are to be understood as the cohomology groups of $X$ with coefficients in the constant sheaf $A$ [see 2.5, Example1)]. Then $H^{i}(X, A)$ is the $i$-th CECH cohomology group (with arbitrary supports) of $X$ with coefficients in $A$. The direct sum $H^{*}(X, A)=$ $\sum_{i} H^{i}(X, A)$ is a graded ring with respect to cup product if $A$ is a commutative ring. The cohomology groups of $X$ with coefficients in a sheaf $\mathfrak{\Im}$ can also be defined by "alternating cochains" (Serre [2]) and hence $H^{i}(X, \mathcal{S})=0$ for $i>n=\operatorname{dim} X$. In particular $H^{i}(X, A)=0$ for $i>n$. For $X$ a locally finite polyhedron, and in particular for $X$ a differentiable manifold, $H^{i}(X, A)$ is naturally isomorphic to the corresponding simplicial cohomology group (Eilenberg-Steenrod [1], p. 250).

The unitary group $\mathbf{U}(N)=1 \times \mathbf{U}(N)$ is a normal subgroup of $\mathbf{U}(q) \times$ $\times \mathbf{U}(N)$. Therefore $\mathbf{U}(q+N) / \mathbf{U}(N)$ is a principal bundle with structure
group $\mathbf{U}(q)$ over the Grassmann manifold $\mathfrak{G}(q, N ; \mathbf{C})$. The homogeneous space $\mathbf{U}(q+N) / \mathbf{U}(N)$ is the Stiefel manifold of unitary-orthogonal $q$-frames at the origin of $\mathbf{C}_{q+N}$. The homotopy groups $\pi_{i}(\mathbf{U}(q+N) / \mathbf{U}(N))$ are zero for $1 \leqq i \leqq 2 N$ (Steenrod [1], 25.7). The fibre bundle $\mathbf{U}(q+N) / \mathbf{U}(N)$ is associated to a $\mathbf{U}(q)$-bundle over $\mathfrak{G}(q, N ; \mathbf{C})$ which is called the universal $\mathbf{U}(q)$-bundle.

Let $X$ be an admissible space with $\operatorname{dim} X \leqq 2 N$. Then the classification theorem (Steenrod 「1], 19.4; Cartan [1], Exposé VIII) implies that the $\mathbf{U}(q)$-bundles over $X$ are in one-one correspondence with homotopy classes of continuous maps from $X$ to $\mathfrak{G}(q, N ; \mathbf{C})$. More precisely, every $\mathbf{U}(q)$-bundle over $X$ can be induced by such a map from the universal $\mathbf{U}(q)$-bundle, and two such maps are homotopic if and only if they induce the same $\mathbf{U}(q)$-bundle. In order to define the Chern classes of a $\mathbf{U}(q)$-bundle over $X$ it is sufficient to define the Chern classes of the universal $\mathbf{U}(q)$-bundle over $\boldsymbol{G}(q, N ; \mathbf{C})$. We adopt a slightly different approach which gives "axioms" for the Chern classes together with a proof of uniqueness and existence. This approach avoids any confusion over signs (a comparison with other definitions of Chern classes can be found in Borel-Hirzebruch [1]).

Axioms for the Chern classes:
Axiom I: For every continuous $\mathbf{U}(q)$-bundle $\boldsymbol{\xi}$ over an admissible space $X$ and every integer $i \geqq 0$ there is a Chern class $c_{i}(\xi) \in H^{2 i}(X, \mathbf{Z})$. The class $c_{0}(\xi)=1$ is the unit element.

We write $c(\xi)=\sum_{i=0}^{\infty} c_{i}(\xi)$. Since $X$ is finite dimensional this is a finite sum. The element $c(\xi)$ of the cohomology ring $H^{*}(X, \mathbf{Z})$ is called the (total) Chern class of $\xi$. A continuous map $f: Y \rightarrow X$ induces a map $f^{*}: H^{\mathbf{1}}\left(X, \mathbf{U}(q)_{c}\right) \rightarrow H^{\mathbf{1}}\left(Y, \mathbf{U}(q)_{c}\right)$ and a homomorphism

$$
f^{*}: H^{*}(X, \mathbf{Z}) \rightarrow H^{*}(Y, \mathbf{Z})
$$

Axiom II (Naturality): $c\left(f^{*} \xi\right)=f^{*} c(\xi)$.
Axiom III: If $\xi_{1}, \ldots, \xi_{q}$ are continuous $\mathbf{U}(1)$-bundles over $X$ then

$$
c\left(\xi_{1} \oplus \cdots \oplus \xi_{q}\right)=c\left(\xi_{1}\right) \ldots c\left(\xi_{q}\right)
$$

Let $\left(z_{0}: \cdots: z_{n}\right)$ be homogeneous coordinates for the complex projective space $\mathbf{P}_{n}(\mathbf{C})$. The open sets $U_{i}$ defined by $z_{i} \neq 0$ form an open covering of $\mathbf{P}_{n}(\mathbf{C})$. Let $\eta_{n}$ be the $\mathbf{C}^{*}$-bundle defined by the cocycle $\left\{g_{i j}\right\}=\left\{z_{j} z_{i}^{-1}\right\}$. Then $\eta_{n}$ is complex analytic but can be regarded as a continuous $\mathbf{C}^{*}$-bundle and hence as a $\mathbf{U}(1)$-bundle over $\mathbf{P}_{n}(\mathbf{C})$. The hyperplane $z_{0}=0$, with the induced orientation, is a $P_{n-1}(C)$ and represents a ( $2 n-2$ )dimensional integral homology class of $\mathbf{P}_{n}(\mathbf{C})$. The corresponding cohomology class [with respect to the natural orientation of $\mathbf{P}_{n}(\mathbf{C})$ ] is denoted by $h_{n}$. The class $h_{n}$ is a generator of $H^{2}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{Z}\right)=\mathbf{Z}$.

Axiom IV (Normalisation): $c\left(\eta_{n}\right)=1+h_{n}$.
Remarks: Let $j: \mathbf{P}_{n-1}(\mathbf{C}) \rightarrow \mathbf{P}_{n}(\mathbf{C})$ be the embedding of a hyperplane. Then $j^{*} h_{n}=h_{n-1}$ and $j^{*} \eta_{n}=\eta_{n-1}$ in agreement with Axiom II. We give two geometrical interpretations of the $\mathbf{U}(1)$-bundle $\eta_{n}$. Let $\mathbf{P}_{n}(\mathrm{C})$ be embedded in $\mathbf{P}_{n+1}(\mathrm{C})$ as the hyperplane $z_{n+1}=0$ and let $x_{0} \in \mathbf{P}_{n+1}(\mathbf{C})$ be the point $(0: \cdots: 0: 1)$. There is a continuous map $\pi: \mathbf{P}_{n+1}(\mathbf{C})-\left\{x_{0}\right\} \rightarrow \mathbf{P}_{n}(\mathbf{C})$ defined by $\pi\left(z_{0}: \cdots: z_{n}: z_{n+1}\right)=\left(z_{0}: \cdots: z_{n}\right)$. Define a homeomorphism $h_{i}: \boldsymbol{\pi}^{-1}\left(U_{i}\right) \rightarrow U_{i} \times \mathbf{C}$ by

$$
h_{i}\left(z_{0}: \cdots: z_{n}: z_{n+1}\right)=\left(z_{0}: \cdots: z_{n}: 0\right) \times \frac{z_{n+1}}{z_{i}} .
$$

Then $h_{i} h_{j}^{-1}\left(\left(z_{0}: \cdots: z_{n}: 0\right) \times w\right)=\left(z_{0}: \cdots: z_{n}: 0\right) \times \frac{z_{j}}{z_{i}} w$.
Therefore $\mathbf{P}_{n+1}(\mathbf{C})-\left\{x_{0}\right\}$ is a vector bundle $H$ over $\mathbf{P}_{n}(\mathbf{C})$ with structure group $\mathbf{C *}$ and fibre $\mathbf{C}$ which is associated to the $\mathbf{U}(1)$-bundle $\eta_{n}$.

The second interpretation involves the continuous map $\pi: \mathbf{C}_{n+1}$ -$-\{0\} \rightarrow \mathbf{P}_{n}(\mathbf{C})$ defined by $\pi\left(z_{0}, \ldots, z_{n}\right)=\left(z_{0}: \cdots: z_{n}\right)$. Define a homeomorphism $h_{i}: \pi^{-1}\left(U_{i}\right) \rightarrow U_{i} \times \mathbf{C}^{*}$ by $h_{i}\left(z_{0}, \ldots, z_{n}\right)=\left(z_{0}: \cdots: z_{n}\right) \times z_{i}$. Then $h_{i} h_{j}^{-1}\left(\left(z_{0}: \cdots: z_{n}\right) \times w\right)=\left(z_{0}: \cdots: z_{n}\right) \times \frac{z_{i}}{z_{j}} w$.

Therefore $\mathbf{C}_{n+1}-\{0\}$ is a principal bundle $E$ with structure group $\mathbf{C}^{*}$ which is associated to the $\mathrm{U}(1)$-bundle $\eta_{\boldsymbol{n}}^{-1}$. It follows that the principal bundle $\mathbf{U}(n+1) / \mathbf{U}(n)$ over the Grassmann manifold $\mathfrak{G}(1, n ; \mathbf{C})=\mathbf{P}_{n}(\mathbf{C})$ is associated to $\eta_{n}^{-1}$. Thus $\eta_{n}^{-1}$ is the universal bundle over $\mathbf{P}_{n}(\mathbf{C})$.

Convention: By 4.1.b) (1) the continuous $\mathbf{U}(q)$-bundles over $X$ are in one-one correspondence with the continuous $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundles. Differentiable $\mathbf{U}(q)$ - and $\mathbf{G L}(q, \mathbf{C})$-bundles and complex analytic $\mathbf{G L}(q, \mathbf{C})$-bundles can all be regarded as continuous bundles [see 3.1 (1)]. Therefore Chern classes are defined in these cases also. If $W$ is a vector bundle over $X$ with fibre $\mathbf{C}_{\boldsymbol{q}}$ associated to a $\mathbf{G L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$, we call $c(\xi)$ the (total) Chern class of $W$ and write $c(W)=c(\xi)$.

Uniqueness of Chern classes:
a) If $\xi \in H^{1}\left(X, \mathbf{U}(1)_{c}\right)$ there is, for $n$ sufficiently large, a continuous $\operatorname{map} f: X \rightarrow \mathbf{P}_{n}(\mathbf{C})$ such that $\xi=f^{*} \eta_{n}$. By Axioms II and IV, $c(\xi)$ $=f^{*}\left(1+h_{n}\right)$ is determined uniquely. In particular $c_{i}(\xi)=0$ for $i>1$.
b) Now let $\xi \in H^{1}\left(X, \mathbf{U}(q)_{c}\right)$. Construct a fibre bundle $Y_{\xi} \xrightarrow{\boldsymbol{e}} X$ with fibre $\mathbf{F}(q)=\mathbf{U}(q) / \mathbf{T}^{q}$ which is associated to $\xi$. The space $Y_{\xi}$ is again admissible. By 3.4 .4 and 4.1 .5 the $\mathbf{U}(q)$-bundle $\varrho^{*} \boldsymbol{\xi}$ is equal to the Whitney sum of $q$ diagonal $\mathbf{U}(1)$-bundles $\xi_{1}, \ldots, \boldsymbol{\xi}_{q}$ over $Y_{\xi}$ whose Chern classes $c\left(\xi_{i}\right)=1+\gamma_{i}$, where $\gamma_{i} \in H^{2}\left(Y_{\xi}, Z\right)$, are determined uniquely by a). Axioms II and III imply

$$
\begin{equation*}
\varrho^{*} c(\xi)=c\left(\varrho^{*} \xi\right)=\prod_{i=1}^{q}\left(1+\gamma_{i}\right) . \tag{8}
\end{equation*}
$$

A spectral sequence argument shows that $\varrho^{*}: H^{*}(X, Z) \rightarrow H^{*}\left(Y_{\xi}, \mathbf{Z}\right)$ is a monomorphism (Borel [2]; see also Rothenberg-Steenrod [1]). Therefore $c(\xi)$ is determined uniquely. In particular we have shown that if $\xi$ is a $\mathbf{U}(q)$-bundle $c_{i}(\xi)=0$ for $i>q$.

Remark: By the induction argument used later in 18.3 it is actually sufficient to know that $\varrho^{*}: H^{*}(X, \mathbf{Z}) \rightarrow H^{*}(Y, \mathbf{Z})$ is a monomorphism when $\varrho: Y \rightarrow X$ is a fibre bundle with fibre $\mathbf{P}_{q-1}(\mathbf{C})$ associated to a $\mathbf{U}(q)$-bundle (see Grothendieck [4]).

Existence of Chern classes:
The proof follows the same pattern as the proof of uniqueness. The Chern classes of a $\mathbf{U}(1)$-bundle $\boldsymbol{\xi}$ are defined by a). It must be proved (from the classification theorem and the first of the remarks after Axiom IV) that $c(\xi)=f^{*}\left(1+h_{n}\right)$ depends only on $\xi$ and not on the choice of $f$ and $n$. It is clear that $c(\xi)$ satisfies Axiom II for $\mathbf{U}(1)$-bundles $\xi$. The definition of $c(\xi)$ for a $\mathbf{U}(q)$-bundle $\xi$ follows with the help of (8):

Let $E$ be a principal bundle with $\mathbf{U}(q)$ as fibre which is associated to $\xi$ and let $Y_{\xi}=E / \mathbf{T}{ }^{q}$. By 3.4 .4 there is a $\mathbf{T}^{q}$-bundle $\tilde{\xi}^{\text {onever }} Y_{\xi}$ which is mapped to $\varrho^{*} \boldsymbol{\xi}$ by the embedding $\mathbf{T}^{q} \subset \mathbf{U}(q)$. We denote the diagonal $\mathbf{U}(1)$-bundles of $\check{\xi}$ by $\xi_{1}, \ldots, \xi_{q}$ and write $c\left(\xi_{i}\right)=1+\gamma_{i}$. Since $\varrho^{*}: H^{*}(X, \mathbf{Z}) \rightarrow H^{*}\left(Y_{\xi}, \mathbf{Z}\right)$ is a monomorphism, $c(\xi)$ can be defined by (8) once it is shown that the elementary symmetric functions $\sigma_{j}$ in the $\gamma_{i}$ lie in the image of $\varrho^{*}$.

Let $N$ be the normaliser of $\mathbf{T}=\mathbf{T}^{e}$ in $\mathbf{U}(q)$. Thus $N=\{a \in \mathbf{U}(q)$; $\left.a^{-1} \mathbf{T} a=\mathbf{T}\right\}$. It is known that $N / \mathbf{T}$ is a finite group $\Phi$ isomorphic to the group of permutations of $q$ objects. Each element $\alpha \in \Phi$ (represented by $a \in N$ ) defines a fibre preserving homeomorphism $\tilde{\alpha}: Y_{\xi} \rightarrow Y_{\xi}$. With respect to a chart $V \times(\mathbf{U}(q) / \mathbf{T})$, where $V$ is an open set of $X, \tilde{\alpha}$ is given by right translation:

$$
\tilde{\alpha}(v \times g \mathbf{T})=v \times g a \mathbf{T}=v \times g \mathbf{T} a \text { for } v \in V, g \in \mathbf{U}(q), g \mathbf{T} \in \mathbf{U}(q) / \mathbf{T}
$$

Since $\tilde{\alpha}$ is fibre preserving it defines an automorphism $\tilde{\alpha}^{*}$ of the ring $H^{*}\left(Y_{\xi}, \mathbf{Z}\right)$ whose restriction to $\varrho^{*} H^{*}(X, \mathbf{Z})$ is the identity. In addition there is an outer automorphism $t \rightarrow a^{-1} t a$ of $\mathbf{T}$ which depends only on $\alpha$ and induces an automorphism $\alpha^{\#}$ of $H^{1}\left(Y_{\xi}, \mathbf{T}_{c}\right)$ [see 3.1 (2)]. Since the outer automorphism is a permutation of the diagonal coefficients of the diagonal matrices $t \in \mathbf{T}$, the diagonal $\mathbf{U}(1)$-bundles of $\alpha^{\#} \check{\xi}$ are obtained from $\xi_{1}, \ldots, \xi_{q}$ by the same permutation. It can be shown that $\alpha^{\#} \check{\xi}$ $=\tilde{\alpha}^{*} \check{\xi}$ (where $\tilde{\alpha}^{*}$ is induced from $\tilde{\alpha}$ as in 3.3). Therefore $\tilde{\alpha}^{*}$ permutes the diagonal $\mathbf{U}(1)$-bundles $\boldsymbol{\xi}_{i}$, and the cohomology automorphism $\tilde{\alpha}^{*}$ permutes the $\gamma_{i}$ [by Axiom II for $\mathbf{U}(1)$-bundles which is already established]. In this way $\Phi$ acts as the full group of permutations of $\gamma_{1}, \ldots, \gamma_{g}$. A necessary condition for an element $x \in H^{*}\left(Y_{\xi}, \mathbf{Z}\right)$ to lie in $\varrho^{*} H^{*}(X, \mathbf{Z})$ is
that $x$ remains invariant under all operations of $\Phi$. By a fundamental theorem of Borel [2], which depends on a spectral sequence argument, the elementary symmetric functions $\sigma_{j}$ in the $\gamma_{i}$ actually occur as images under $\varrho^{*}$. The above condition is therefore also sufficient. The Chern classes of $\boldsymbol{\xi}$ can now be defined by $\sigma_{j}=\varrho^{*} c_{j}(\xi)$. Clearly they do not depend on the choice of $E$ and do satisfy Axioms I, II and IV.

It remains to prove Axiom III. Let $\xi$ be a $\mathbf{U}(q)$-bundle over $X$ which is the Whitney sum of $\mathbf{U}(1)$-bundles $\xi_{1}^{\prime}, \ldots, \xi_{q}^{\prime}$ over $X$. Let $\xi_{i}$ be the $i$-th diagonal $\mathbf{U}(1)$-bundle of $\check{\xi}$. Then the fibre bundle $Y_{\xi}$ has a section $s: X \rightarrow Y_{\xi}$ such that $s^{*} \xi_{i}=\xi_{i}^{\prime}$ for $i=1, \ldots, q$. Therefore

$$
c(\xi)=s^{*} \varrho^{*} c(\xi)=s^{*} \prod_{i=1}^{q} c\left(\xi_{i}\right)=\prod_{i=1}^{q} c\left(\xi_{i}^{\prime}\right)
$$

Remark: For the universal $\mathbf{U}(q)$-bundle $\xi$ the spaces $X=\mathfrak{G}(q, N ; \mathbf{C})$ and $Y_{\xi}$ are triangulable. Therefore if classes $c(\xi)$ are defined for continuous $\mathbf{U}(q)$-bundles over triangulable spaces $X$ which satisfy Axioms I-IV these classes must agree with the Chern classes. If $X$ is triangulable, characteristic classes $c_{i}(\xi) \in H^{2 i}(X, \mathbf{Z})$ can be defined for a $\mathbf{U}(q)-$ bundle $\xi$ over $X$ by obstruction theory (see Steenrod [1]). One constructs a fibre bundle $E / \mathbf{U}(i-1)$ associated to $\xi$ with the Stiefel manifold $\mathfrak{S}_{q, i}=\mathbf{U}(q) / \mathbf{U}(i-1)$ of unitary $(q-i+1)$-frames in $\mathbf{C}_{q}$ as fibre. The first non-zero homotopy group of $\mathbb{S}_{q, i}$ is $\boldsymbol{\pi}_{2 i-1}\left(\mathscr{S}_{q, i}\right)$ which is infinite cyclic. This defines a first obstruction

$$
c_{i}(\xi) \in H^{2 i}\left(X, \pi_{2 i-1}\left(\mathcal{S}_{q, i}\right)\right)
$$

to the existence of a section of $E / \mathbf{U}(i-1)$ over the $2 i$-dimensional skeleton of $X$. In order to represent $c_{i}(\xi)$ as an element of $H^{2 i}(X, \mathbf{Z})$ it is necessary to choose an isomorphism between $\pi_{2 i-1}\left(\Theta_{q, i}\right)$ and $\mathbf{Z}$. The generator of $\pi_{2 i-1}\left(\mathcal{S}_{g, i}\right)$ which will correspond to $1 \in \mathbf{Z}$ is defined as follows. Choose a fixed $(q-i)$-frame in $\mathbf{C}_{\boldsymbol{q}}$. The complementary subspace is a complex vector space $\mathbf{C}_{\boldsymbol{i}}$ which is oriented. The sphere $\mathbf{S}^{2 i-1}$ of unit vectors in $\mathbf{C}_{\boldsymbol{i}}$ is therefore oriented. Each point of this sphere can be added to the fixed $(q-i)$-frame to define a $(q-i+1)$-frame in $\mathbf{C}_{q}$ and hence a point of $\mathbb{S}_{q, i}$. The map from the oriented $\mathbf{S}^{\mathbf{2 i - 1}}$ to $\widetilde{S}_{q, i}$ defined in this way is the required generator of $\pi_{2 i-1}\left(\mathscr{S}_{q, i}\right)$. This defines the characteristic classes of obstruction theory as elements of $H^{2 i}(X, \mathbf{Z})$. A detailed discussion shows that they satisfy Axioms I-IV and hence agree with the Chern classes.
4.3. Axioms I, II, III determine the Chern classes uniquely once $c_{1}(\xi)$ is defined for $\xi$ a $\mathbf{U}(1)$ - or $\mathbf{C}^{*}$-bundle (Axiom IV). In this section we assume that the base space $X$ is admissible and give two alternative definitions for $c_{1}(\xi)$.

Theorem 4.3.1. Let $\xi \in H^{1}\left(X, \mathbf{C}_{c}^{*}\right)$ be a continuous $\mathbf{C}^{*}$-bundle over $X$. If $\delta_{\mathbf{w}^{\mathbf{1}}}: H^{1}\left(X, \mathbf{C}_{c}^{*}\right) \rightarrow H^{\mathbf{2}}(X, \mathbf{Z})$ is the isomorphism defined in 3.8 then $c_{1}(\xi)=\delta_{*}^{1}(\xi)$.

Proof: Since $\delta_{*}^{1}$ commutes with maps it is sufficient to prove the result $\delta_{*}^{1}\left(\eta_{n}\right)=h_{n}$ for the bundle $\eta_{n}$ of Axiom IV. For $n \geqq 2$ the embedding $j: \mathbf{P}_{n-1}(\mathbf{C}) \rightarrow \mathbf{P}_{n}(\mathbf{C})$ induces an isomorphism $j^{*}: H^{2}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{Z}\right) \rightarrow$ $\rightarrow H^{2}\left(\mathbf{P}_{n-1}(\mathbf{C}), \mathbf{Z}\right)$. Since $j^{*} \delta_{*}^{1}\left(\eta_{n}\right)=\delta_{*}^{1}\left(j^{*} \eta_{n}\right)$ and $j^{*} h_{n}=h_{n-1}$ it is sufficient to prove that $\delta_{*}^{1}\left(\eta_{1}\right)=h_{1}$ for the RIEmann sphere $\mathbf{S}^{2}=\mathbf{P}_{1}(\mathbf{C})$.

The cohomology class $h_{1}$ is by definition dual to the homology class represented by a single point. In simplicial cohomology $h_{1}$ is therefore represented by a cochain which associates the value 1 to one 2 -simplex (oriented by the natural orientation of $\mathbf{S}^{2}$ ) and the value 0 to all other 2 -simplexes. There is a natural identification between simplicial cohomology and Cech cohomology. $\mathbf{S}^{\mathbf{2}}$ can be regarded as a complex plane (closed by the point $\infty$ ) parametrised by $z=z_{1} / z_{0}$. Triangulate $\mathbf{S}^{2}$ as a tetrahedron so that $z=0$ is a vertex and $\infty$ is in the interior of the face opposite 0 . Name the other three vertices $A, B, C$ in positive direction round the origin. The open stars $S_{0}, S_{A}, S_{B}, S_{C}$ of the vertices of the tetrahedron form an open covering of $\mathbf{S}^{2}$ whose nerve is isomorphic to the tetrahedron. This isomorphism induces the natural identification between CeCH and simplicial cohomology. The $\mathbf{C}$ *-bundle $\eta_{1}$ can be defined by maps $t_{r s}$ from $S_{r} \cap S_{s}$ to $\mathbf{C}^{*}$ :

$$
f_{0 A}=f_{0 B}=f_{0 C}=z ; f_{A 0}=f_{B 0}=f_{C 0}=z^{-1} ; \text { all other } f_{r s}=1
$$

$\delta_{*}^{1}\left(\eta_{1}\right)$ can by definition be represented by the cocycle

$$
c_{r s t}=\frac{1}{2 \pi i}\left(\log f_{r s}+\log f_{s t}+\log f_{t r}\right)
$$

where for each $r$, $s$ we choose a branch log of the logarithm in the simply connected domain $S_{r} \cap S_{s}$. For example choose $\log f_{0 A}$ arbitrarily and choose $\log f_{0 B}, \log f_{0 C}$ by analytic continuation of $\log f_{0 A}$ in a positive direction round the origin $\left(\log f_{A 0}=-\log f_{0 A}, \ldots\right)$. For $r$ and $s$ both nonzero, $\log f_{r s}=0$. Therefore $c_{0 C A}=1, c_{r s t}=+1,(-1)$ for $r, s, t$ an even, (odd) permutation of $0, C, A$ and $c_{r s t}=0$ otherwise. But $0 C A$ is a positive ordering of a 2 -simplex with respect to the natural orientation of $\mathbf{S}^{2}$, and therefore $c_{0 C A}$ represents the cohomology class $h_{1}$. This completes the proof of Theorem 4.3.1.

Let $\boldsymbol{\xi}$ be a $\mathbf{U}(1)$-bundle over an oriented compact manifold $X$. Consider an associated fibre bundle $B \rightarrow X$ with fibre the unit disc $|z| \leqq 1, z \in \mathbf{C}$. An element $e^{2 \pi i \phi} \in \mathbf{U}(1)$ operates on $B$ by $z \rightarrow e^{2 \pi i \phi} z$. The unit disc is oriented in a natural way. $B$ is a manifold with boundary with an orientation induced from those of $X$ and of the fibre. Let $S$ denote the boundary of $B$. Then $S \rightarrow X$ is a fibre bundle with fibre $\mathbf{S}^{1}$ which is associated to $\xi$. Let $s: X \rightarrow B-S$ be the embedding of the
manifold $X$ as the zero section of $B$. Following Thom [1] consider the Gysin homomorphisin

$$
s_{*}: H^{i}(X, \mathbf{Z}) \rightarrow H_{\mathbf{c p}}^{i+{ }^{2}}(B-S, \mathbf{Z}), \quad i \geqq 0 .
$$

The second group is cohomology with compact supports. If $D_{\boldsymbol{X}}$ denotes the Poincare isomorphism from the cohomology groups with compact supports to the homology groups of dual dimension in $X$, and $D_{B-S}$ denotes the corresponding isomorphism for cohomology and homology with compact supports in $B-S$, then $s_{*}(a)=D_{B-}^{-1}\left(s_{*} D_{X}(a)\right)$ for $a \in H^{i}(X, Z)$. Let $B$ be the compact space obtained from $B$ by collapsing $S$ to a point. There is a natural isomorphism $g^{*}$ from $H_{\mathbf{c p}}^{j}(B-S, \mathbf{Z})$ to $H^{j}(\tilde{B}, \mathbf{Z})$ for $j>0$. The bundle $\xi$ over $B$ is trivial over $B-s(X)$ and can therefore be regarded as a bundle $\tilde{\xi}$ over $\tilde{B}$. In the above notations we have

Theorem 4.3.2. Let $1 \in H^{0}(X, Z)$ be the unit element. Then, under the above assumptions,

$$
g^{*} s_{*}(1)=c_{1}(\tilde{\xi}) \text { and } s^{*} s_{*}(1)=c_{1}(\xi) .
$$

The second equation states that the Chern class $c_{1}(\xi)$ is the restriction to $s(X)$ of the cohomology class (compact supports) corresponding to the homology class (compact supports) of $B-S$ given by the oriented submanifold $s(X)$.

Proof: The second equation follows from the first. The definition given by Thom [1] shows immediately that $s_{*}$ commutes with maps. The first equation need therefore be proved only for the bundle $\eta_{n}$ over $\mathbf{P}_{n}(\mathbf{C})$. In this case (see the remarks after Axiom IV) $B=\mathbf{P}_{n+1}(\mathbf{C})$, $S=\mathbf{S}^{2 n+1}$ and $\tilde{\eta}_{n}=\eta_{n+1}$. The orientation of $B$ induces the natural orientation on $\mathbf{P}_{n+1}(C)$. Since $X$ is the naturally oriented hyperplane $\mathbf{P}_{n}(\mathbf{C})$ of $\mathbf{P}_{n+1}(\mathbf{C})$ it follows that $g^{*} s_{*}(1)=h_{n+1}=c_{1}\left(\eta_{n+1}\right)=c_{1}\left(\tilde{\eta}_{n}\right)$.
Q.E.D.
4.4. In this section we show how to calculate the Chern classes of the bundles $\xi^{*}, \boldsymbol{\xi} \oplus \xi^{\prime}, \boldsymbol{\xi} \otimes \xi^{\prime}, \lambda^{p} \boldsymbol{\xi}$ (see 3.6) from those of $\boldsymbol{\xi}$ and $\xi^{\prime}$. For this purpose we prove a lemma which allows all such calculations to be reduced to the case in which every bundle involved is a Whitney sum of $\mathbf{U}(1)$-bundles.

Lemma 4.4.1. Let $\xi_{i}$ be a continuous $\mathbf{U}\left(q_{i}\right)$-bundle over an admissible space $X$ (see 4.2) for a finite number of values $i=1, \ldots, N$. There is an admissible space $Y$ and a continuous map $\varphi: Y \rightarrow X$ such that
I) $\varphi^{*}: H^{*}(X, \mathbf{Z}) \rightarrow H^{*}(Y, \mathbf{Z})$ is a monomorphism,
II) $p^{*} \xi_{i}$ is a sum of $\mathbf{U}(1)$-bundles for all $i=1, \ldots, N$.

Proof: By repeated application of the construction in part b) of the proof of uniqueness of Chern classes (4.2).

Lemma 4.4.2. Let $\xi_{1}, \xi_{2}$ be two $\mathbf{U}(1)$-bundles over an admissible space $X$. Then $c_{1}\left(\xi_{1} \otimes \xi_{2}\right)=c_{1}\left(\xi_{1}\right)+c_{1}\left(\xi_{2}\right)$.

Proof: By 3.7 and Theorem 4.3.1.

We adopt the following convention. Let $a_{i}, b_{i}, c_{i}, \ldots(i=1,2, \ldots)$ be commutative indeterminates. We put $a_{0}=b_{0}=c_{0}=\cdots=1$ and consider formal factorisations

$$
\sum_{i=0}^{k} a_{i} x^{i}=\prod_{j=1}^{k}\left(1+\alpha_{j} x\right), \sum_{i=0}^{m} b_{i} x^{i}=\prod_{j=1}^{m}\left(1+\beta_{j} x\right), \text { etc. }
$$

Every polynomial which is symmetric in each of the sets of variables $\alpha_{j}, \beta_{j}, \gamma_{j}, \ldots$ can be written in a unique way as a polynomial in the elementary symmetric functions $a_{i}, b_{i}, c_{i}, \ldots$. If particular values are substituted for $a_{i}, b_{i}, c_{i}, \ldots$ then the polynomial takes a well defined value. In applications the particular values will always be even dimensional elements of a cohomology ring.

Theorem 4.4.3. Let $\xi$ be a $\mathbf{U}(q)$-bundle and $\xi^{\prime}$ a $\mathbf{U}\left(q^{\prime}\right)$-bundle over an admissible space $X$. Consider formal factorisations

$$
\sum_{i=0}^{q} c_{i}(\xi) x^{i}=\prod_{i=1}^{q}\left(1+\gamma_{j} x\right), \sum_{i=0}^{q^{\prime}} c_{i}\left(\xi^{\prime}\right) x^{i}=\prod_{k=1}^{q^{\prime}}\left(1+\delta_{k} x\right) .
$$

Then, subject to the above conventions,

$$
\begin{aligned}
& \text { I) } \sum_{i=0}^{q} c_{i}\left(\xi^{*}\right) x^{i}=\prod_{i=1}^{q}\left(1-\gamma_{j} x\right), \text { i. e. } c_{i}\left(\xi^{*}\right)=(-1)^{i} c_{i}(\xi) . \\
& \text { II) } \sum_{i=0}^{q+q^{\prime}} c_{i}\left(\xi \oplus \xi^{\prime}\right) x^{i}=\prod_{i=1}^{q}\left(1+\gamma_{j} x\right) \prod_{k=1}^{q^{\prime}}\left(1+\delta_{k} x\right), \\
& \quad \text { i.e. } c\left(\xi \oplus \xi^{\prime}\right)=c(\xi) c\left(\xi^{\prime}\right) . \\
& \text { III) } \sum_{i=0}^{q q^{\prime}} c_{i}\left(\xi \otimes \xi^{\prime}\right) x^{i}=\prod_{i, k}\left(1+\left(\gamma_{j}+\delta_{k}\right) x\right),\left(1 \leqq j \leqq q, 1 \leqq k \leqq q^{\prime}\right) . \\
& \text { IV) } \sum_{i} c_{i}\left(\lambda^{p} \xi\right) x^{i}=\Pi\left(1+\left(\gamma_{j_{1}}+\cdots+\gamma_{j_{p}}\right) x\right)
\end{aligned}
$$

where the product is over all $\binom{q}{p}$ combinations with $1 \leqq j_{1}<\cdots<j_{p} \leqq q$.
Proof: By Theorem 4.1.1, Lemma 4.4.2 and Axiom III of 4.2 the above formulae hold if $\boldsymbol{\xi}, \boldsymbol{\xi}^{\prime}$ are sums of $\mathbf{U}(1)$-bundles. Therefore by Lemma 4.4.1 they hold in the general case.

Remark: Formula II) is the Whitney multiplication formula (also called the "duality formula"; see for instance Chern [2]). Formula III) with $q^{\prime}=1$ implies a formula of Kundert (Ann. of Math. 54, $215-246(1951))$. If $\xi$ is a fixed $U(q)$-bundle over $X$, and $\xi^{\prime}$ runs through the group of $\mathbf{U}(1)$-bundles over $X$, then $\xi \otimes \xi^{\prime}$ runs through the set of all $\mathbf{U}(q)$-bundles over $X$ which are identical to $\boldsymbol{\xi}$ as $\mathbf{P} \mathbf{U}(q)$-bundles [ $\mathbf{P U}(q)$ $=$ projective unitary group]. Hence the Chern classes of all these $\mathbf{U}(q)$ bundles can be calculated. But this is precisely the content of the formula of Kundert.
4.5. The Pontrjagin classes of a $\mathbf{O}(q)$ bundle $\boldsymbol{\xi}$ over an admissible space $X$ (see 4.2) are defined in this section in terms of the Chern classes of unitary bundles. By 4.1.b). IV) this defines also the Pontrjagin classes of $\mathbf{G} \mathbf{L}(q, \mathbf{R})$-bundles over $X$. If $W$ is a vector bundle over $X$ with fibre $\mathbf{R}^{q}$ which is associated to $\xi$, the Pontriagin classes of $W$ are by definition the Pontrjagin classes of $\boldsymbol{\xi}$.

We use the following commutative diagrams of embeddings


In the first diagram the horizontal arrows denote the embeddings obtained if every linear map of $\mathbf{C}_{q}$ (coordinates $z_{1}, \ldots, z_{q}$ ) is regarded as a linear map of $\mathbf{R}^{2 q}$ (coordinates $x_{1}, \ldots, x_{2 q}$ ) by writing $z_{k}=x_{2 k-1}+i x_{2 k}$. In the second diagram the horizontal arrows denote the embeddings obtained if every matrix with real coefficients is regarded as a matrix with complex coefficients.

The second diagram of (9) defines a map $\psi$ from $H^{1}\left(X, \mathbf{0}(q)_{c}\right)$ to $H^{1}\left(X, \mathrm{U}(q)_{c}\right)$ [see $3.1(2)$ ]. If $\xi$ is a $\mathbf{0}(q)$-bundle over $X$ we define
$\check{p}(\xi)=c(\psi(\xi))=\sum_{i=0}^{\infty} c_{i}(\psi(\xi)) \in H^{*}(X, Z)$ and $p_{i}(\xi)=(-1)^{i} c_{2 i}(\psi(\xi))$.
It can be proved, by considering the classifying space of $\mathbf{O}(q)$, that $2 c_{2 i+1}(\psi(\xi))=0$ (Borel [2], Rothenberg-Steenrod [1]). The element $p_{i}(\xi) \in H^{\star i}(X, Z)$ is called the $i$-th Pontrjagin class of $\xi$. The sum $p(\xi)=\sum_{i=0}^{\infty} p_{i}(\xi)$ is called the (total) Pontrjagin class of $\xi$. The properties of the Chern classes imply immediately that
I) $p_{0}(\xi)=1$.
II) $\tilde{\phi}\left(f^{*} \xi\right)=f^{*} \bar{\phi}(\xi)$ for any continuous map $f: Y \rightarrow X$ and $0(q)$-bundle $\xi$ over $X$.
III) $\tilde{p}\left(\xi_{1} \oplus \xi_{2}\right)=\check{p}\left(\xi_{1}\right) \tilde{p}\left(\xi_{2}\right) \quad$ for $\xi_{1} \in H^{1}\left(X, 0\left(q_{1}\right)_{c}\right)$ and $\xi_{2} \in$ $H^{1}\left(X, 0\left(q_{2}\right)_{c}\right)$, where $\xi_{1} \oplus \xi_{2}$ is the Whitney sum of $\xi_{1}$ and $\xi_{2}$.

Remark: The Pontrjagin class $p(\xi)$ does not satisfy the multiplication formula III). It is however true that
$p\left(\xi_{1} \oplus \xi_{2}\right)=p\left(\xi_{1}\right) p\left(\xi_{2}\right)$ modulo elements of order 2 in $H^{*}(X, Z)$.
The first diagram of (9) defines a map $\varrho$ from $H^{1}\left(X, \mathrm{U}(q)_{c}\right)$ to $H^{1}\left(X, \mathbf{O}(2 q)_{c}\right)$. If $\xi$ is a $\mathbf{U}(q)$-bundle over $X$ then $\varrho(\xi)$ is an $\mathbf{O}(2 q)$-bundle.

Theorem 4.5.1. Let $\boldsymbol{\xi}$ be a $\mathbf{U}(q)$-bundle over $X$. Then

$$
\begin{aligned}
\check{p}(\varrho(\xi)) & =1-p_{1}(\varrho(\xi))+p_{2}(\varrho(\xi))-p_{3}(\varrho(\xi))+\cdots \\
& =\left(1+c_{1}(\xi)+c_{2}(\xi)+\cdots\right)\left(1-c_{1}(\xi)+c_{2}(\xi)-\cdots\right) .
\end{aligned}
$$

If the $c_{i}$ are regarded formally as elementary symmetric functions in the $\gamma_{i}$, then the $p_{i}(\varrho(\xi))$ are the elementary symmetric functions in the $\gamma_{i}^{2}$ (see 1.3).

Proof: Consider the composite embedding $\mathbf{U}(q) \rightarrow \mathbf{O}(2 q) \rightarrow \mathbf{U}(2 q)$. An element $A \in \mathbf{U}(q)$ defines an element of $\mathbf{U}(2 q)$ which, under a well known automorphism of $\mathbf{U}(2 q)$ independent of $A$, is mapped to $\left(\begin{array}{cc}A & 0 \\ 0 & \bar{A}\end{array}\right)$. Since $A$ is unitary the complex conjugate matrix $\bar{A}$ is equal to the transpose of the inverse of $A$. Therefore $\psi(\varrho(\xi))$ is equal to the Whitney sum of $\boldsymbol{\xi}$ and $\boldsymbol{\xi}^{*}$ [see $3.1\left(2^{*}\right)$ ]. The result now follows from the Whitney multiplication formula (Theorem 4.4.3).

Remark: If $\boldsymbol{\xi}$ is a $\mathbf{0}(q)$-bundle the same argument implies that $\varrho(\boldsymbol{\psi}(\xi))=\boldsymbol{\xi} \oplus \boldsymbol{\xi}$. If however $\boldsymbol{\xi}$ is oriented it is easy to check that the natural orientations on $\varrho(\boldsymbol{\psi}(\xi))$ and $\boldsymbol{\xi} \oplus \boldsymbol{\xi}$ differ by a factor $(-1)^{\frac{1}{2} \varrho(q-1)}$.
4.6. Let $X$ be a (not necessarily orientable) $m$-dimensional differentiable manifold [see 2.5, Example 3)]. Let $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ be an open covering of $X$ such that each $U_{i}$ admits differentiable coordinates $x_{1}^{(i)}, \ldots, x_{m}^{(i)}$. The contravariant tangent $\mathbf{G} \mathbf{L}(m, \mathbf{R})$-bundle ${ }_{\mathbf{R}} \theta$ of $X$ is the differentiable bundle represented by the $\mathfrak{U}$-cocycle $f=\left\{f_{i j}\right\}$, where

$$
\begin{equation*}
f_{i j}=\left(\frac{\partial x_{\dot{\prime}}^{(i)}}{\partial x_{i}^{(i)}}\right): U_{i} \cap U_{j} \rightarrow \mathbf{G} \mathbf{L}(m, \mathbf{R}) . \tag{10}
\end{equation*}
$$

$f_{i j}$ is the jacobian matrix of the coordinate transformation from $U_{j}$ to $U_{i}$. The bundle ${ }_{\mathbf{R}} \theta$ is an element of the cohomology set $H^{\mathbf{1}}\left(X, \mathbf{G} \mathbf{L}(m, \mathbf{R})_{b}\right)$ and is called simply the tangent bundle of $X$.

An admissible chart $x$ of $X$ is a differentiable homeomorphism from an open set $U_{x}$ of $X$ to an open set $V_{x}$ of $\mathbf{R}^{m}$. Differentiable coordinates are defined on $U_{x}$ by $x$. In particular one can consider the open covering $\overline{\mathcal{u}}=\left\{U_{x}\right\}_{\kappa \in K}$, where $K$ is the set of all admissible charts of $X$, and the $\mathfrak{U}$-cocycle $f=\left\{f_{i j}\right\}$ can be defined by (10).

The cocycle $f$ can be used to construct, by 3.2. a), a vector bundle $\mathbf{R}^{\mathbb{E}}$ over $X$ with structure group $\mathbf{G} \mathbf{L}(m, \mathbf{R})$ and fibre $\mathbf{R}^{m} . \mathbf{R}^{\mathfrak{T}}$ is the vector bundle of contravariant tangent vectors of $X$. By 4.5 (9) the $f_{i j}$ can be regarded as maps from $U_{i} \cap U_{j}$ to $\mathbf{G} \mathbf{L}(m, \mathbf{C})$. The cocycle $f$ then defines a vector bundle $\mathbf{R}_{\mathbf{R}} \mathfrak{S}_{\mathbf{C}}$ with fibre $\mathbf{C}_{\boldsymbol{m}}$ called the complexification of $\mathbf{R}^{\mathfrak{F}}$.

Definition: The Pontrjagin classes $p_{i}(X) \in H^{4 i}(X, Z)$ of a differentiable manifold $X$ are the Pontrjagin classes of the tangent bundle ${ }_{\mathrm{k}} \boldsymbol{\theta}$ of $\boldsymbol{X}$.

An oriented $m$-dimensional differentiable manifold $X$ can be covered by open sets $U_{i}$ which admit a differentiable coordinate system $x_{1}^{(i)}, \ldots$, $x_{m}^{(i)}$ consistent with the orientation. (The orientation is associated with the ordering $x_{1}^{(i)}, \ldots, x_{m}^{(i)}$.) The maps $f_{i j}$ defined by (10) for such a covering give a cocycle

$$
f_{i j}: U_{i} \cap U_{j} \rightarrow \mathbf{G} \mathbf{L}^{+}(m, \mathbf{R})
$$

which represents the contravariant tangent $\mathbf{G} \mathbf{L}^{+}(m, \mathbf{R})$-bundle of the
oriented manifold $X$. When regarded as a $\mathbf{G L}(m, \mathbf{R})$-bundle this bundle coincides with ${ }_{\mathrm{R}} \theta$.

Now assume that $m=2 n$ is even and that $X$ is again oriented.
Definition: An almost complex structure on the oriented differentiable manifold $X$ is a differentiable $\mathbf{G} \mathbf{L}(n, \mathbf{C})$-bundle $\theta$ over $X$ which is mapped to the tangent $\mathbf{G} \mathbf{L}^{+}(m, \mathbf{R})$-bundle over $X$ by the embedding $\mathbf{G} \mathbf{L}(n, \mathbf{C}) \rightarrow$ $\rightarrow \mathbf{G L} \mathbf{L}^{+}(2 n, \mathbf{R})$. If an almost complex structure on the oriented manifold $X$ exists and is specified then $X$ is called an almost complex manifold with tangent $\mathbf{G} \mathbf{L}(m, \mathbf{C})$-bundle $\theta$. The Chern classes $c_{i}(X) \in H^{\mathbf{2} \boldsymbol{i}}(X, \mathbf{Z})$ of $X$ are defined to be the Chern classes of $\theta$.

Note that an almost complex manifold is by definition oriented in a particular way. Definitions of almost complex structure in the literature vary slightly from that given here (e. g. Steenrod [1]). The above definition is sufficient for the purposes of the present work. Theorem 4.5.1 implies immediately

Theorem 4.6.1. The Chern classes $c_{i}$ of the almost complex manifold $X$ are related to the Pontrjagin classes $p_{i}$ of $X$ (regarded as a differentiable manifold) by the equation

$$
\check{p}=\sum_{i=0}^{\infty}(-1)^{i} p_{i}=\sum_{i=0}^{\infty} c_{i} \sum_{j=0}^{\infty}(-1)^{j} c_{j} .
$$

4.7. Now let $X$ be a complex manifold of complex dimension $n$ [see 2.5, Example 4)]. An admissible chart $x$ of $X$ is a holomorphic homeomorphism from an open set $U_{x}$ of $X$ to an open set $V_{x}$ of $\mathrm{C}_{n}$. The chart $x$ defines complex coordinates $z_{1}^{(x)}, \ldots, z_{n}^{(x)}$ on $U_{x}$. Let $\overline{\mathfrak{U}}$ be the open covering $\left\{U_{x}\right\}_{x \in K}$, where $K$ is the set of all admissible charts of $X$. The contravariant tangent $\mathbf{G L}(n, \mathbf{C})$-bundle $\theta$ of $X$ is the complex analytic bundle represented by the $\overline{\mathfrak{U}}$-cocycle $f=\left\{f_{i j}\right\}$, where

$$
f_{i j}=\left(\frac{\partial z_{i}^{(i)}}{\partial z_{s}^{(j)}}\right): U_{i} \cap U_{j} \rightarrow \mathbf{G} \mathbf{L}(n, \mathbf{C})
$$

As in 4.6 (10), $f_{i j}$ is the jacobian matrix of the holomorphic coordinate transformation from $U_{j}$ to $U_{i}$.

By 3.2. a) the cocycle $f$ can be used to construct a vector bundle $\mathbb{T}$ over $X$ with fibre $\mathbf{C}_{n}$ which is associated to $\theta . \mathfrak{T}$ is the (complex analytic) vector bundle of contravariant tangent vectors of $X$. Similarly the cocycle $\bar{f}=\left\{\bar{f}_{i j}\right\}$ of conjugate matrices can be used to construct a (differentiable) vector bundle $\overline{\mathfrak{T}}$ over $X$ with fibre $\mathbf{C}_{n}$. The vector bundles dual to $\mathbb{T}$ and $\overline{\mathfrak{T}}$ [see 3.6.b)] are denoted by $\boldsymbol{T}$ and $\overline{\boldsymbol{T}}$. Here $\boldsymbol{T}$ is the (complex analytic) vector bundle of covariant tangent vectors of $X$. Note that $\overline{\mathfrak{T}}$ and $\overline{\boldsymbol{T}}$ are not complex analytic.

The complex manifold $X$ is oriented in a natural way (see the remark in 0.2 ). Therefore $X$ can be regarded as an oriented differentiable manifold with an almost complex structure given by $\theta$.

Definition: The Chern classes $c_{i}(X) \in H^{2 i}(X, Z)$ of a complex manifold $X$ are the Chern classes of the tangent bundle $\theta$ of $X$.

For $X$ regarded as a differentiable manifold the vector bundle $\mathbf{R}_{\mathbf{R}} \mathfrak{F}_{\mathbf{C}}$ over $X$ with fibre $\mathbf{C}_{2 n}$ is defined as in 4.6. There are differentiable isomorphisms

$$
\begin{align*}
\mathbf{R}^{\mathfrak{T}_{\mathbf{C}}} & =\mathfrak{T} \oplus \overline{\mathfrak{T}}  \tag{11}\\
\mathbf{R}^{\mathfrak{T}_{\mathbf{C}}^{*}} & =\boldsymbol{T} \oplus \overline{\boldsymbol{T}}  \tag{12}\\
\lambda^{r} \mathbf{R}^{\mathfrak{S}_{\mathbf{C}}^{*}} & =\sum_{p+q=r} \lambda^{p} \boldsymbol{T} \otimes \lambda^{p} \overline{\boldsymbol{T}} . \tag{13}
\end{align*}
$$

Here $\lambda^{p} \boldsymbol{T}$ is the (complex analytic) vector bundle of covariant $p$-vectors of $X$ and $\lambda^{q} \overline{\boldsymbol{T}}=\overline{\lambda^{q} \boldsymbol{T}}$. The sum in (13) is in the sense of Whitney sum.

A differentiable section of the vector bundle $\lambda^{r} \mathbf{R}_{\mathbf{C}}^{*}$ is a differential form of degree $r$ with differentiable complex valued coefficients. The Whitney sum (13) corresponds to the unique representation of such a form as a sum of forms of degree $r$ and type $(p, q)$, where $p, q \geqq 0$ and $p+q=r$.

Finally we mention the (complex analytic) principal tangent bundle of the complex manifold $X$. It is associated to the tangent $\mathbf{G L}(n, C)$ bundle $\theta$ of $X$ and is constructed by the method of 3.5 . The fibre of the principal tangent bundle at $x \in X$ is the set of all isomorphisms between the fixed vector space $\mathbf{C}_{n}$ and the complex vector space $\mathbb{S}_{\boldsymbol{x}}$ of contravariant tangent vectors to $X$ at $x$.
4.8. Let $X$ be a $k$-dimensional differentiable submanifold of an $m$-dimensional differentiable manifold $Y$. Then by definition $X$ is a closed subset of $Y$ with the property: each point $x \in X$ has an open neighbourhood $U$ in $Y$ with differentiable coordinates $u_{1}, u_{2}, \ldots, u_{m}$ for which $U \cap X$ is given by the equations $u_{k+1}=\cdots=u_{m}=0$.

Let $j: X \rightarrow Y$ be the embedding and consider the contravariant tangent vector bundle ${ }_{\mathbf{R}} \mathfrak{T}$ of $Y$. Let $L$ be the associated fibre bundle over $Y$ with fibre $\mathfrak{G}(k, m-k ; \mathbf{R})$ constructed in 4.1. $\mathbf{g})$. The field of tangent $k$-planes to $X$ defines a differentiable section of $j^{*} L$. Therefore by Theorem 4.1.6 the restriction $j^{*}{ }_{\mathbf{R}} \theta(Y)$ to $X$ of the tangent bundle ${ }_{\mathbf{R}} \theta(Y)$ of $Y$ admits a subbundle and quotient bundle in a natural way. The subbundle is precisely the tangent bundle $\mathrm{R}_{\mathrm{R}} \theta(X)$ of $X$. The quotient bundle ${ }_{\mathbf{R}} \boldsymbol{v}$ is called the normal bundle of $X$ in $Y$. By Theorem 4.1.4

$$
\begin{equation*}
j^{*}{ }_{\mathbf{R}} \theta(Y)=\mathbf{R}^{\theta} \theta(X) \oplus_{\mathbf{R}^{\nu}} \tag{14}
\end{equation*}
$$

The corresponding result holds if $X$ and $Y$ are oriented. The normal bundle is then a $\mathbf{G} \mathbf{L}^{+}(m-k, \mathbf{R})$-bundle. In the special case $m-k=\mathbf{2}$ the normal bundle can be regarded as a $U(1)$-bundle by applying 4.1.b)IV) to the embedding $\mathbf{U}(1)=\mathbf{S O}(2) \subset \mathbf{G} \mathbf{L}^{+}(2, \mathbf{R})$ [see 4.5 (9)]. The Chern class of the normal bundle ${ }_{\mathbf{R}} \boldsymbol{v}$ is therefore defined.

Theorem 4.8.1. Let $j: X \rightarrow Y$ be the embedding of an oriented compact ( $m-2$ )-dimensional differentiable manifold $X$ in an oriented compact $m$-dimensional differentiable manifold $Y$. Let $h \in H^{2}(Y, Z)$ be the cohomo$\log y$ class defined, with respect to the given orientations, by the ( $m-2$ )dimensional homology class represented by $X$. Let ${ }_{\mathbf{R}} \boldsymbol{v}$ be the normal bundle of $X$ in $Y$. Then

$$
\begin{equation*}
c_{1}\left(\mathrm{R}^{v}\right)=j^{*} h . \tag{15}
\end{equation*}
$$

Proof: By 4.1.b) IV) applied to the embedding $\mathbf{S O}(m) \subset \mathbf{G} \mathbf{L}^{+}(m, \mathbf{R})$, the tangent $\mathbf{G} \mathbf{L}^{+}(m, \mathbf{R})$-bundle of $Y$ can be regarded as a $\mathbf{S O}(m)$-bundle. Hence $Y$ admits a Riemann metric. This metric can be used to construct a closed tubular neighbourhood $B$ of $X$ in $Y . B$ is a fibre bundle with fibre the unit disc $|z| \leqq 1, z \in \mathbf{C}$, which is associated to the $\mathbf{U}(1)$-bundle ${ }_{\mathbf{R}} \nu$ (Тном [2]). Let $\tilde{B}$ be the compact space obtained from $B$ by collapsing the boundary $S$ of $B$ to a point. Equivalently $B$ is obtained from $Y$ by collapsing the closed subset $Y-(B-S)$ to a point. The map $r: Y \rightarrow B$ defines a cohomology homomorphism $r^{*}: H^{*}(\tilde{B}, \mathbf{Z}) \rightarrow H^{*}(Y, \mathbf{Z})$. Then, in the notation of Theorem 4.3.2,

$$
j^{*} h=j^{*} r^{*} g^{*} s_{*}(1)=s^{*} s_{*}(1)=c_{1}\left(\mathrm{R}^{\nu}\right) .
$$

4.9. Let $X=X_{k}$ be a complex submanifold of the complex manifold $Y=Y_{n}(k \leqq n)$. Then by definition $X$ is a closed subset of $Y$. Each point $x \in X$ has an open neighbourhood $U$ in $Y$ with complex coordinates $z_{1}, z_{2}, \ldots, z_{n}$ for which $U \cap X$ is given by the equations $z_{k+1}=\cdots$ $=z_{n}=0$. Let $j: X \rightarrow Y$ be the embedding and consider the tangent $\mathbf{G L}(n, \mathbf{C})$-bundle $\theta(Y)$ of $Y$. As in 4.8 [see the discussion in 4.1. d)] the restriction $j^{*} \theta(Y)$ of $\theta(Y)$ to $X$ admits a subbundle and quotient bundle. The subbundle is the tangent bundle $\theta(X)$ of $X$. The quotient bundle $\nu$ is the (complex analytic) normal bundle of $X$ in $Y$. If all the bundles are regarded as differentiable bundles then $j^{*} \theta(Y)$ is the Whitney sum of $\theta(X)$ and $\nu$.

Now consider the special case in which $X=X_{n-1}$ is a complex submanifold of $Y=Y_{n}$ of complex codimension 1. In this case $X$ is called a non-singular divisor of $Y$. There is a covering of $Y$ by open sets $U_{i}$ such that $X \cap U_{i}$ is given by an equation $f_{i}=0$. Here $f_{i}$ is a holomorphic function defined on $U_{i}$ with non-zero partial derivatives at each point $y \in U_{i} \cap X$. The functions $f_{i j}=f_{i} f_{j}^{-1}$ are holomorphic and never zero on $U_{i} \cap U_{j}$. The cocycle $\left\{f_{i j}\right\}$ determines a complex analytic C*-bundle $[X]$ over $Y$ which depends only on the divisor $X$. For example the bundle $\eta_{n}$ of 4.2 is determined by the non-singular divisor $\mathbf{P}_{n-1}(\mathbf{C})$ of $\mathbf{P}_{n}(\mathbf{C})$. Clearly $j^{*}[X]$ is the (complex analytic) normal bundle of $X$ in $Y$.

Theorem 4.9.1. Let $X$ be a non-singular divisor of the compact complex manifold $Y$, and let $h \in H^{2}(Y, Z)$ be the cohomology class represented by the oriented $(2 n-2)$-cycle $X$. Then $c_{1}([X])=h$.

Proof: We use the notations of the proof of Theorem 4.8.1. The bundle $[X]$ is trivial over $Y-X$ and therefore there is a bundle $[\tilde{X}]$ over $B$ such that $[X]=r^{*}[X]$. As in Theorem 4.3.2,

$$
c_{1}([X])=r^{*} c_{1}([\bar{X}])=r^{*}\left(g^{*} s_{*}(1)\right)=h .
$$

Finally let $X=X^{2 k}$ be an oriented differentiable submanifold of an almost complex manifold $Y=Y_{n}(2 k<2 n)$ and suppose that an almost complex structure on $X$ is given. Let $j: X \rightarrow Y$ be the embedding.

Definition: $X$ is an almost complex submanitold of $Y$ if there exists a differentiable $\mathbf{G} \mathbf{L}(\boldsymbol{n}-k, \mathbf{C})$-bundle $\nu$ over $X$ such that
I) $v$ is mapped to the normal bundle of $X$ in $Y$ (see 4.8) by the embedding $\mathbf{G} \mathbf{L}(n-k, \mathbf{C}) \rightarrow \mathbf{G} \mathbf{L}^{+}(2 n-2 k \mathbf{R})$,
II) $j^{*} \theta(Y)=\theta(X) \oplus v$.

This definition of almost complex submanifold is somewhat crude but sufficient for our purposes. By 4.8. condition I) is always satisfied in the case $n-k=1$. Clearly a complex submanifold $X$ of a complex manifold $Y$ is also an almost complex submanifold of $Y$.
4.10. The definition of the Chern classes by obstruction theory referred to at the end of 4.2 gives the following theorem (Steenrod [1], 39.7 and 41.8). Another proof is outlined in 4.11.

Theorem 4.10.1. Let $V_{n}$ be a compact almost complex manifold and $c_{n} \in H^{2 n}\left(V_{n}, \mathbf{Z}\right)$ the $n$-th Chern class of $V_{n}$. The natural orientation of $V_{n}$ defines an integer $c_{n}\left[V_{n}\right]$ (see 0.3 ) which is equal to the Euler-Poincaré characteristic of $V_{n}$.

The Euler-Poincare characteristic of $\mathbf{P}_{n}(\mathbf{C})$ is equal to $n+1$. This fact can be used to calculate the Chern and Pontrjagin classes of $\mathbf{P}_{n}(\mathbf{C})$.

Theorem 4.10.2. Let $h_{n} \in H^{2}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{Z}\right)$ be the generator defined in 4.2. The CHERN class of the complex manifold $\mathbf{P}_{n}(\mathbf{C})$ is $\left(1+h_{n}\right)^{n+1}=\sum_{i=0}^{n}\binom{n+1}{i} h_{n}^{i}$. The Pontrjagin class of the differentiable manifold $\mathbf{P}_{n}(\mathrm{C})$ is $\left(1+h_{n}^{2}\right)^{n+1}$.

Proot: By Theorem 4.10 .1 the formula for the Chern class is correct for $n=1$. Now suppose the formula is proved for $\mathbf{P}_{n-1}(C)$ and consider the embedding $j: \mathbf{P}_{n-1}(\mathbf{C}) \rightarrow \mathbf{P}_{\boldsymbol{n}}(\mathbf{C})$. By Theorem 4.9.1. the Whitney multiplication formula, and the fact that $j^{*} h_{n}=h_{n-1}$ (see 4.2), $j^{*} c\left(\mathbf{P}_{n}(\mathbf{C})\right)$ $=c\left(\mathbf{P}_{n-1}(\mathbf{C})\right) . j^{*}\left(1+h_{n}\right)=j^{*}\left(1+h_{n}\right)^{n+1}$. But $j^{*}: H^{2 i}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{Z}\right) \rightarrow$ $H^{2 i}\left(\mathbf{P}_{n-1}(\mathbf{C}), \mathbf{Z}\right)$ is an isomorphism for $i \leqq n-1$, and therefore

$$
c\left(\mathbf{P}_{n}(\mathbf{C})\right)=\left(1+h_{n}\right)^{n+1} \text { modulo } H^{2 n}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{Z}\right)
$$

By Theorem 4.10.1. $c_{n}\left(\mathbf{P}_{n}(\mathbf{C})\right)=(n+1) h_{n}^{n}$. This completes the proof by induction of the formula for the Chern class. The formula for the Pontrjagin class follows immediately from Theorem 4.6.1.
4.11. Let $X$ be a compact oriented manifold and $\boldsymbol{\xi}$ a $\mathbf{S O}(q)$-bundle over $X$. The construction of Theorem 4.3 .2 can be used to define the Euler class $e(\xi) \in H^{q}(X, \mathbf{Z})$ of $\xi$. Let $B \rightarrow X$ be a fibre bundle associated to $\boldsymbol{\xi}$ with the disc $\mathbf{D}^{q}=\left\{\left(x_{1}, \ldots, x_{q}\right) \in \mathbf{R}^{q} ; \sum_{i=1}^{q} x_{i}^{2} \leqq 1\right\}$ as fibre. $B$ is a manifold with boundary with an orientation induced from the orientations of $X$ and $\mathbf{R}^{q}$. The boundary $S$ of $B$ is a fibre bundle over $X$ with fibre $\mathbf{S}^{\boldsymbol{q - 1}}$. Let $s: X \rightarrow B-S$ be the embedding of $X$ as the zero section of $B$. There is a Gysin homomorphism

$$
s_{*}: H^{i}(X, \mathbf{Z}) \rightarrow H_{\mathbf{c p}}^{i+q}(B-S, \mathbf{Z}), \quad i \geqq 0
$$

defined as in 4.3. Let $X^{\prime}$ be another compact oriented manifold and $f: X^{\prime} \rightarrow X$ a continuous map. Then $B^{\prime}, S^{\prime}, s^{\prime}$ can be constructed as above from the $\mathbf{S O}(q)$-bundle $f^{*} \boldsymbol{\xi}$ and there is a natural map $f: B^{\prime}-S^{\prime} \rightarrow$ $\rightarrow B-S$. With these notations we have

Theorem 4.11.1 (Тном [1]). The Gysin homomorphism $s_{*}$ is an isomorphism for $i \geqq 0$ and the diagram

is commutative.
Let $1 \in H^{0}(X, \mathbf{Z})$ be the unit element. The Euler class $e(\xi)$ of $\xi$ is defined by $e(\xi)=s^{*} s_{*}$ 1. By 4.1. b) the Euler class is defined also for any $\mathbf{G} \mathbf{L}^{+}(q, \mathbf{R})$-bundle $\boldsymbol{\xi}$ over $X$.

Theorem 4.11.2. Let $X \quad Y$ be compact oriented manifolds, $f: Y \rightarrow X$ a continuous map, $\boldsymbol{\xi}$ a $\mathbf{S O}(q)$-bundle over $X$ and $\xi^{\prime}$ a $\mathbf{S O}\left(q^{\prime}\right)$-bundle over $X$. Then
I) $2 e(\xi)=0$ if $q$ is odd,
II) $e\left(f^{*} \xi\right)=f^{*} e(\xi)$,
III) $e\left(\xi \oplus \xi^{\prime}\right)=e(\xi) e\left(\xi^{\prime}\right)$,
IV) $e(\xi)=c_{1}(\xi)$ if $q=2$.

Proof: The definition of $s_{*}$ implies that $s_{*}\left(s^{*} b \cdot c\right)=b \cdot s_{*} c$ for $b \in H_{\mathbf{c p}}^{i}(B-S, \mathbf{Z}), \quad c \in H^{j}(X, \mathbf{Z})$. Therefore $s_{*}(2 e(\xi))=2 s_{*}\left(s^{*} s_{*} 1\right)$ $=2 s_{*} 1 \cdot s_{*} 1=0$ for $q$ odd since cup product is anticommutative. Since $s_{*}$ is an isomorphism, $2 e(\xi)=0$ for $q$ odd. This proves I). II) follows from Theorem 4.11.1. To prove III) let $B, B^{\prime}$ be the unit disc bundles of $\xi, \xi^{\prime}$ and $C$ the unit disc bundle of $\xi \oplus \xi^{\prime}$. Let $t: B \rightarrow C, t^{\prime}: B^{\prime} \rightarrow C$ be the embeddings defined by the direct sum $\xi \oplus \xi^{\prime}$ and $u=t s=t^{\prime} s^{\prime}$ the embedding of $X$ in $C$ induced by the zero section. By Theorem 4.11.1.
$s_{*} s^{\prime *} 1=t^{*} t_{*}^{\prime} 1$ and therefore $u_{*} 1=t_{*} s_{*} 1=t_{*}\left(s_{*} s^{*} 1\right)=t_{*} t^{*}\left(t_{*}^{\prime} 1\right)$ $=t_{*}^{\prime} 1 \cdot t_{*} 1$.

$$
\text { Hence } \begin{aligned}
u^{*} u_{*} 1 & =s^{*} t^{*}\left(t_{*}^{\prime} 1\right) \cdot s^{*} t^{*}\left(t_{*} 1\right) \\
& =s^{*} s_{*}\left(s^{*} 1\right) \cdot s^{*} s_{*}^{\prime}\left(s^{*} 1\right) \text { by Theorem 4.11.1. }
\end{aligned}
$$

Therefore $e\left(\xi \oplus \xi^{\prime}\right)=e(\xi) e\left(\xi^{\prime}\right)$ as required. IV) follows from the isomorphism $\mathbf{S O}(2) \cong \mathbf{U}(1)$ and Theorem 4.3.2.

Now let $\eta$ be a $\mathbf{U}(q)$-bundle over $X$. The embedding $\mathbf{U}(q) \rightarrow \mathbf{S O}(2 q)$ of 4.5 (9) defines a $\mathbf{S O}(2 q)$-bundle $\varrho(\eta)$ over $X$. It follows from properties II), III), IV) of 4.11.2 and from the splitting method (compare the proof of uniqueness of Chern classes in 4.2) that

$$
\begin{equation*}
e(\varrho(\eta))=c_{q}(\eta) \tag{16}
\end{equation*}
$$

Theorem 4.11.3. Let $j: X \rightarrow Y$ be the embedding of an oriented compact $k$-dimensional differentiable submanifold $X$ in an oriented compact $m$-dimensional manifold $Y$. Let $h \in H^{m-k}(Y, \mathbf{Z})$ be the cohomology class which corresponds to the oriented cycle $X$ and $\mathbf{R}^{v}$ the normal $\mathbf{G} \mathbf{L}^{+}(m-k, \mathbf{R})$ bundle of $X$ in $Y$. Then

$$
\begin{equation*}
e\left({ }_{\mathbf{R}} v\right)=j^{*} h \tag{17}
\end{equation*}
$$

Proof: The definition of the Euler class shows that the proof of Theorem 4.8.1 also applies to give (17).

Consider the following particular case of Theorem 4.11.3. $Y$ is the product manifold $X \times X, j: X \rightarrow X \times X$ is the diagonal embedding and ${ }_{\mathbf{R}} \boldsymbol{\nu}$ is equal to the tangent bundle ${ }_{\mathbf{R}} \theta$ of $X$. An algebraic calculation, due to Lefschetz, shows that

$$
(h \cup h)[X \times X]=\sum_{i=0}^{k}(-1)^{i} b_{i}(X)
$$

is the alternating sum of the Betri numbers of $X$. Theorem 4.11.3 therefore implies that

$$
e\left({ }_{\mathbf{R}} \theta\right)[X]=j^{*} h[X]=(h \cup h)[X \times X]=E(X)
$$

is the Euler-Poincare characteristic of $X$. This proves
Theorem 4.11.4. Let $X$ be a compact oriented differentiable manifold with tangent bundle ${ }_{\mathbf{R}} \theta$. Then $e\left({ }_{\mathrm{R}} \theta\right)$ [ $X$ ] is equal to the Euler-Poincare characteristic $E(X)$ of $X$.

Theorem 4.11.4, with (16), gives a proof of Theorem 4.10.1. Theorem 4.11.3, with (16), gives the following generalisation of Theorem 4.9.1:

Let $j: X \rightarrow Y$ be the embedding of a compact complex submanifold $X$ in a compact complex manifold $Y$ of complex codimension $q$. Let $h \in$ $H^{2 a}(Y, Z)$ be the cohomology class represented by the oriented cycle $X$ and $\nu$ the complex normal bundle of $X$ in $Y$. Then

$$
\begin{equation*}
c_{q}(\nu)=j^{*} h \tag{18}
\end{equation*}
$$

Remarks: 1). The definition of the Euler class, Theorem 4.11.1, and Theorem 4.11.2, actually hold for a $\mathbf{S O}(q)$-bundle $\boldsymbol{\xi}$ over an arbitrary admissible space $X$ (see 4.2). Therefore (16) is valid in this case also.
2). If $\xi$ is a $\mathbf{0}(q)$-bundle the definition of $s_{*}$ fails because the disc bundle $B$ is no longer oriented in a natural way. If all cohomology groups are taken with coefficients $Z_{2}$ then Theorem 4.11.1 remains true in this case and $s^{*} s_{*} 1 \in H^{q}\left(X, Z_{2}\right)$ is the $q$-th Whitney class $w_{q}(\xi)$ of $\xi$. The total Whitney class $w(\xi)=\sum_{i=0}^{q} w_{i}(\xi)$ can be defined. It satisfies
I) For every continuous $\mathbf{0}(q)$-bundle $\xi$ over an admissible space $X$ and every integer $i \geqq 0$ there is a Whitney class $w_{i}(\xi) \in H^{i}\left(X, \mathbf{Z}_{2}\right) \cdot w_{0}(\xi)=1$ is the unit element.
II) $w\left(f^{*} \xi\right)=f^{*} w(\xi)$.
III) $w\left(\xi \oplus \xi^{\prime}\right)=w(\xi) w\left(\xi^{\prime}\right)$.
IV) $w\left(\eta_{n}\right)=1+h_{n}$, where $\eta_{n}$ is the $\mathbf{0}(1)$-bundle over $n$-dimensional real projective space $\mathbf{P}^{n}(\mathbf{R})$ defined similarly to the $\mathbf{U}(1)$-bundle $\eta_{n}$ of 4.2, and $h_{n}$ is the non-zero element of $H^{1}\left(\mathbf{P}^{n}(\mathbf{R}), \mathbf{Z}_{2}\right)$.

If $X$ is a differentiable manifold with tangent bundle ${ }_{\mathbf{R}} \theta$ the Whitney class $w(X)=w\left({ }_{\mathrm{R}} \theta\right)$ is sometimes called the Stiefel-Whitney class.

The proofs of existence and uniqueness of Whitney classes are precisely analogous to those for Chern classes in 4.2. There is also a definition of $w_{1}$ like that of $c_{1}$ in Theorem 4.3.1. The exact sequence

$$
\mathbf{1} \rightarrow \mathbf{S O}(q) \rightarrow \mathbf{0}(q) \xrightarrow{e} \mathbf{Z}_{2} \rightarrow \mathbf{1}
$$

defines a homomorphism $\varrho_{*}: H^{1}\left(X, \mathbf{O}(q)_{c}\right) \rightarrow H^{1}\left(X, \mathbf{Z}_{2}\right)$ such that $\varrho_{*}(\xi)=w_{1}(\xi)$. Hence a differentiable manifold $X$ is orientable if and only if $w_{1}(X)=0$.
3). The embedding $\mathbf{S O}(q) \rightarrow \mathbf{O}(q)$ defines the Whitney class and Pontrjagin class for a $\mathbf{S O}(q)$-bundle $\xi$. In this case $w_{q}(\xi)$ is $e(\xi)$ reduced mod 2. If now $\boldsymbol{\xi}$ is a $\mathbf{S O}(2 q)$-bundle then (see 4.5$)$ the $\mathbf{S O}(4 q)$-bundle $\varrho(\psi(\xi))$ differs from $\xi \oplus \xi$ by a change in orientation ( -1$)^{\Omega}$ and therefore

$$
p_{a}(\xi)=(-1)^{q} c_{2 q}(\psi(\xi))=(-1)^{2 q} e(\xi \oplus \xi)=(e(\xi))^{2} .
$$

Finally, if $\xi$ is a $\mathbf{U}(q)$-bundle over $X$ then $\varrho(\xi)$ is a $\mathbf{S O}(2 q)$-bundle. In this case $w_{2 i}(\varrho(\xi))$ is the reduction $\bmod 2$ of $c_{i}(\xi)$ and $w_{2 i+1}(\varrho(\xi))=0$.

## Bibliographical note

Proofs of Lemma 1.5.2 and Lemma 1.7.3, together with applications of multiplicative sequences to cohomology operations can be found in Atiyah-Hirzebruch [4].

The treatment of sheaf cohomology in §2 is entirely in terms of $\begin{array}{r}\text { ECH } \\ \text { cohomology }\end{array}$ theory, and the exact cohomology sequence is established only for paracompact spaces $X$ (Theorem 2.10.1). The first definition of sheaf cohomology groups which
satisfy the exact cohomology sequence for arbitrary spaces $X$ was given by Grothendieck [2]. These groups are defined by homological algebra or, equivalently, by flabby resolutions (Godement [1]). For $X$ paracompact the Grothendieck cohomology groups are isomorphic to the $\mathrm{C}_{\mathrm{ECH}}$ groups. For general $X$ the two cohomology theories are related by a spectral sequence (Godement [1], Chap. II, 5.9.1).

The books by Steenrod [1], Holmann [1] and Husemoller [1] give fuller accounts of the theory of fibre bundles. It is very convenient to replace all conditions on the base space (paracompact, admissible etc.) by suitable conditions on the bundle. Such an exposition, in terms of numerable bundles, has been given by Dold [3]; moreover fibre bundles are treated as a special case of more general (not necessarily locally trivial) fibrations. The results of § 3 have been generalised in other directions by Grothendieck [1], Frenkel [1], and Holmann [2].

Let $G$ be a topological group, $E$ a principal bundle associated to a $G$-bundle $\eta$ over a paracompact space $Y$, and $[X, Y]$ the set of homotopy classes [see 4.1. b)] of continuous maps $X \rightarrow Y$. Consider the property:
(*) the map $T:[X, Y] \rightarrow H^{1}\left(X, G_{c}\right)$ given by $T(f)=f^{*} \eta$ is a natural equivalence.

Then (*) holds for all paracompact spaces $X$ if and only if $E$ is contractible (Dold [3], 7.5). In this case $Y$ is unique up to homotopy equivalence and called the classitying space $B(G)$ of $G$. Such spaces always exist (Milnor [1], Dold [3], 8.1). $E$ is called the universal principal bundle. In general the classifying space has infinite dimension. For example

$$
B(\mathbf{U}(q))=\lim _{N \rightarrow \infty} \mathfrak{G}(q, N ; \mathbf{C}) \text { and } B(\mathbf{O}(k))=\lim _{N \rightarrow \infty} \mathfrak{G}(k, N ; \mathbf{R})
$$

Suppose that $E$ is arcwise connected and the homotopy groups $\pi_{i}(E)$ vanish for $1 \leqq i \leqq n$. In this case proofs that ( $*$ ) holds for $X$ have been given by DoLd [3], 7.6, for $X$ paracompact and locally the retract of a $C W$-complex of dimension $\leqq n$; Cartan [1], Exp. VIII, for $X$ locally compact, paracompact and of dimension $\leqq n$; and Steenrod [1], 19.4, for $X$ a finite cell complex of dimension $\leqq n$. The principal bundle $E$ is then said to be $n$-universal. If $G$ is a compact Lie group such bundles always exist with a finite dimensional differentiable manifold as base space (SteenRod [1], 19.6). For example the bundle $\mathbf{U}(q+N) / \mathbf{U}(N)$ over $\mathfrak{G}(q, N ; \mathbf{C})$ is $2 N$ universal (see 4.2) and the bundle $\mathbf{O}(k+N) \mathbf{O} /(N)$ over $\mathfrak{G}(k, N ; \mathbf{R})$ is (N-1)universal.

The basic theorems on Whitney classes and Chern classes are contained in Steenrod [1] and Husemoller [1]. The Whitney classes of a manifold can be defined, without reference to any differentiable structure, by means of Steenrod operations and are therefore topological invariants (Thom [1]). The Pontrjagin classes are not topological invariants (Milnor [6]). However Novikov [1] has recently proved that the rational Pontrjagin classes in $H^{*}(X, \mathbf{Q})$ are topological invariants. Definitions of the rational Pontrjagin classes of a combinatorial (not necessarily differentiable) manifold $X$ have been given by Thom [3] and RohlinSvarc [1]. For applications to algebraic geometry over more general fields it is important to avoid homotopy theory and classifying spaces as was done to some extent by the axiomatic approach in 4.2. The exposition by Grothendieck [4] also defines $c_{i}(\xi)$ in terms of $c_{1}(\xi)$ by means of splitting methods. A $\mathbf{G} \mathbf{L}(q, \mathbf{C})$ bundle $\xi$ determines, in the notation of 13.1 c ), a fibre bundle $\psi: \bar{X} \rightarrow X$ with fibre $\mathbf{P}_{q-1}(\mathrm{C})$ and an exact sequence $0 \rightarrow \eta \rightarrow \psi^{*} \boldsymbol{\xi} \rightarrow \bar{\xi} \rightarrow 0$
of bundles over $\bar{X}$. Since $\eta^{*} \otimes \bar{\xi}$ is a $\mathbf{G} L(q-1, C)$-bundle we have

$$
0=c_{\varepsilon}\left(\eta^{*} \otimes \bar{\xi}\right)=c_{\varepsilon}\left(\eta^{*} \otimes \psi^{*} \xi\right)=y^{*}+y^{*-1} \psi^{*} c_{1}(\xi)+\cdots+\psi^{*} c_{q}(\xi)
$$

where $y=-c_{1}(\eta)$. Since $\psi^{*}$ is a monomorphism this formula (the "formula of Hirsch') may be taken as the definition of the $c_{i}(\xi)$ for $i>1$. The same method applies to Whitney classes and to other characteristic classes which occur in algebraic geometry (Grothendieck [4]).

An excellent presentation of characteristic classes, which is formulated throughout in terms of singular cohomology theory and includes the combinatorial Pontrjagin classes has been given by Milnor (Lectures on characteristic classes. Notes by J. Stasheff. Princeton University 1957).

## Chapter Two

## The cobordism ring

In this chapter all manifolds are compact, orientable and differentiable of class $C^{\infty}$. Several results from the cobordism theory of Thom [2] are stated. They are used to express the index of a manifold $M^{4 k}$ as a polynomial in the Pontrjagin classes of $M^{4 k}$ (Theorem 8.2.2). This result is needed in 19.5 to provide an essential step in the proof of the Riemann-Roch theorem.

## § 5. Pontrjagin numbers

5.1. Let $V^{n}$ be an oriented compact differentiable manifold. The value of an $n$-dimensional cohomology class $x$ on the fundamental cycle of $V^{n}$ is denoted by $x\left[V^{n}\right]$. If $A$ is a (constant) additive group, and $x \in H^{n}\left(V^{n}, A\right)$ then $x\left[V^{n}\right] \in A$. This definition extends naturally to give $x\left[V^{n}\right] \in A \otimes B$ whenever $x \in H^{n}\left(V^{n}, A\right) \otimes B$ for some additive group $B$. The value of $x\left[V^{n}\right]$ depends on $x$ and on the orientation of $V^{n}$; if $V^{n}$ is connected it is determined by $x$ up to sign.

Now let $n=4 k$ be divisible by 4 and let $p_{i} \in H^{4 i}\left(V^{4 k}, Z\right)$ be the Pontrjagin classes of $V^{4 k}$ defined in 4.6. Every product $p_{j_{1}} p_{j_{2}} \ldots p_{i_{r}}$ of weight $k=j_{1}+j_{2}+\cdots+j_{r}$ defines an integer $p_{j_{1}} p_{j_{2}} \ldots p_{j_{r}}\left[V^{4}\right]$. If $\pi(k)$ is the number of distinct partitions of $k$, there are $\pi(k)$ such integers; they are called the Pontrjagin numbers of $V^{4 k}$. Consider the ring $\mathfrak{B}$ of 1.1. The module $\mathfrak{B}_{k}$ has a basis consisting of products of weight $k$. To each such basis element is associated a corresponding Pontrjagin number of $V^{4 k}$, and therefore $V^{4 k}$ defines a module homomorphism from $\mathfrak{B}_{k}$ to the coefficient ring $B$ under which $a \in \mathfrak{V}_{k}$ maps to $a\left[V^{4 k}\right] \in B$. If the dimension $n$ of $V^{n}$ is not divisible by 4 all Pontrjagin numbers are defined to be zero.
5.2. Let $V^{n}, W^{m}$ be two oriented manifolds, and let $V^{n} \times W^{m}$ be the product manifold oriented by the orientations on the ordered pair $V^{n}, W^{m}$. Then

$$
\mathbf{R}_{\mathbf{R}} \theta\left(V^{n} \times W^{m}\right)=f_{\mathbf{R}}^{*} \theta\left(V^{n}\right) \oplus g_{\mathbf{R}}^{*} \theta\left(W^{m}\right)
$$

where $f: V^{n} \times W^{m} \rightarrow V^{n}$ and $g: V^{n} \times W^{m} \rightarrow W^{m}$ are projection maps and $\mathbf{R}_{\mathbf{R}} \boldsymbol{\theta}\left(V^{n}\right)$ denotes the tangent $\mathbf{G} \mathbf{L}(n, \mathbf{R})$-bundle of $V^{n}$ (see 4.6). If the Pontrjagin classes of $V^{n}, W^{m}, V^{n} \times W^{m}$ are denoted by $p_{i}, p_{i}^{\prime}, p_{i}^{\prime \prime}$ then
by 4.5 the following equation holds modulo torsion in the cohomology ring of $V^{n} \times W^{m}$ :
$1+p_{1}^{\prime \prime}+p_{2}^{\prime \prime}+\cdots=f^{*}\left(1+p_{1}+p_{2}+\cdots\right) g^{*}\left(1+p_{1}^{\prime}+p_{2}^{\prime}+\cdots\right)$.
By using an indeterminate $z$ we can write (1) as a "polynomial equation"

$$
\begin{equation*}
\sum_{k=0}^{\infty} p_{k}^{\prime \prime} z^{k}=\sum_{i=0}^{\infty} f^{*}\left(p_{i}\right) z^{i} \sum_{i=0}^{\infty} g^{*}\left(p_{j}^{\prime}\right) z^{j} \bmod \text { torsion. } \tag{2}
\end{equation*}
$$

In addition we have the equation

$$
\begin{equation*}
\left(f^{*}(x) g^{*}(y)\right)\left[V^{n} \times W^{m}\right]=x\left[V^{n}\right] \cdot y\left[W^{m}\right] \tag{3}
\end{equation*}
$$

for all $x \in H^{n}\left(V^{n}, \mathbf{Z}\right) \otimes B$ and $y \in H^{m}\left(W^{m}, \mathbf{Z}\right) \otimes B$.
If $V^{4 k}, W^{4 r}$ are oriented manifolds with dimension divisible by 4, equations (2) and (3) can be used to calculate the Pontrjagin numbers of $V^{4 k} \times W^{4 r}$ in terms of the Pontrjagin numbers of $V^{4 k}$ and $W^{4 r}$. The result is most easily expressed in terms of the $m$-sequences of $\S 1$.

Lemma 5.2.1. Let $\left\{K_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ be an $m$-sequence $\left(K_{j} \in \mathfrak{B}_{j}\right.$ as in 1.2). Then

$$
K_{k+r}\left[V^{4 k} \times W^{4 r}\right]=K_{k}\left[V^{4 k}\right] \cdot K_{r}\left[W^{4 r}\right]
$$

Proof: Equation (2) and 1.2, (3) and (4), imply (mod torsion)
$\sum_{i=0}^{k+r} K_{j}\left(p_{1}^{\prime \prime}, \ldots, p_{j}^{\prime \prime}\right) z^{j}=\sum_{i=0}^{k} f^{*}\left(K_{i}\left(p_{1}, \ldots, p_{i}\right)\right) z^{i} \cdot \sum_{i=0}^{r} g^{*}\left(K_{j}\left(p_{1}^{\prime}, \ldots, p_{i}^{\prime}\right)\right) z^{j}$.
Equating coefficients of $z^{k+r}$ gives

$$
K_{k+r}\left(p_{1}^{\prime \prime}, \ldots, p_{k+r}^{\prime \prime}\right)=f^{*}\left(K_{k}\left(p_{1}, \ldots, p_{k}\right)\right) \cdot g^{*}\left(K_{r}\left(p_{1}^{\prime}, \ldots, p_{r}^{\prime}\right)\right)
$$

The result now follows from (3).
Definition: If $\left\{K_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ is an $m$-sequence let $K\left(V^{4 k}\right)$ $=K_{k}\left[V^{4 k}\right]$. If $n$ is not divisible by 4 let $K\left(V^{n}\right)=0$. Then $K\left(V^{n}\right)$ is called the $K$-genus of the oriented manifold $V^{n}$.

By (2) and (3), the Pontrjagin numbers of $V^{n} \times W^{m}$ vanish unless both $n$ and $m$ are divisible by 4. Therefore Lemma 5.2.1 can be restated as

Lemma 5.2.2. The $K$-genus is multiplicative:

$$
K\left(V^{n} \times W^{m}\right)=K\left(V^{n}\right) \cdot K\left(W^{m}\right)
$$

Consider in particular the $m$-sequences $\left\{L_{j}\right\}$ and $\left\{A_{j}\right\}$ defined in 1.5 and 1.6. The $L$-genus and the $A$-genus of $V^{n}$ are rational numbers which are denoted by $L\left(V^{n}\right)$ and $A\left(V^{n}\right)$.

Remark: We will show (Theorem 8.2.2) that the $L$-genus of $V^{4 k}$ is equal to the "index" of $V^{4 k}$ and hence that $L\left(V^{4 k}\right)$ is an integer. It can also be proved that $A\left(V^{4 k}\right)$ is an integer. These integrality properties are highly non-trivial: look at the denominators which occur in the
definitions of $L_{k}$ and $A_{k}$ in 1.5 and $1.6!$ The integrality of $L$ implies that for every manifold $V^{4 k}$ certain integral linear combinations (with coprime coefficients) of Pontrjagin numbers are divisible by the integer $\mu\left(L_{k}\right)$ defined in 1.5.2. As a consequence, there are conditions which a set of $\pi(k)$ integers must satisfy in order to occur as the set of Pontrjagin numbers of a manifold $V^{4 k}$.

## §6. The ring $\tilde{\boldsymbol{\Omega}} \otimes Q$

6.1. If $V^{n}, W^{n}$ are oriented manifolds of the same dimension, define the sum $V^{n}+W^{n}$ to be the disjoint union of $V^{n}$ and $W^{n}$. The sum is oriented in a natural way, because each connected component is oriented, either by the orientation of $V^{n}$ or by that of $W^{n}$. There is also an oriented manifold $-V^{n}$ defined by reversing the orientation of $V^{n}$. For each partition $\left(j_{1}, j_{2}, \ldots, j_{r}\right)$ of $k$ we have
$p_{j_{1}} p_{j_{2}} \ldots p_{j_{r}}\left[V^{4 k}+W^{4 k}\right]=p_{j_{1}} p_{j_{2}} \ldots p_{j_{r}}\left[V^{4 k}\right]+p_{j_{1}} p_{j_{2}} \ldots p_{j_{r}}\left[W^{4 k}\right]$.
Since Pontrjagin classes are independent of orientation (4.6),

$$
\begin{equation*}
p_{j_{1}} p_{j_{2}} \ldots p_{j_{r}}\left[-V^{4 k}\right]=-p_{j_{1}} p_{j_{2}} \ldots p_{j_{r}}\left[V^{4 k}\right] \tag{2}
\end{equation*}
$$

It follows that the $K$-genus defined by an $m$-sequence $\left\{K_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ satisfies

$$
\begin{align*}
K\left(V^{n}+W^{n}\right) & =K\left(V^{n}\right)+K\left(W^{n}\right)  \tag{1*}\\
K\left(-V^{n}\right) & =-K\left(V^{n}\right) . \tag{2*}
\end{align*}
$$

6.2. We now introduce an equivalence relation between $n$-dimensional oriented manifolds:
$V^{n} \approx W^{n}$ if and only if each Pontrjagin number of $V^{n}$ is equal to the corresponding Pontrjagin number of $W^{n}$. (Note that, if $n \neq 0$ modulo 4, there is only one equivalence class, since by definition all Pontrjagin numbers vanish.)

By 6.1 the equivalence relation $\approx$ is compatible with the operations ,+- , and the equivalence classes form an additive group $\Omega^{n}$. If $n \neq 0$ modulo 4 then $\Omega^{n}=0$. Let $\Omega$ be the direct sum of all the groups $\Omega^{n}$ so that each element $a \in \Omega$ is uniquely expressed in the form $a=\sum_{n=0}^{\infty} a_{n}$ with $a_{n} \in \Omega^{n}$ and $a_{n}=0$ for $n$ sufficiently large. Then

$$
\begin{equation*}
\Omega=\sum_{n=0}^{\infty} \Omega^{n}=\sum_{k=0}^{\infty} \Omega^{4 k} . \tag{3}
\end{equation*}
$$

By 5.2 the equivalence relation $\approx$ is compatible with cartesian product. This defines a product on $\widetilde{\Omega}$ for which

$$
\begin{equation*}
\widetilde{\Omega}^{n} \widetilde{\Omega}_{m}^{m} \subset \widetilde{\Omega}^{m+n} \tag{4}
\end{equation*}
$$

The direct sum decomposition (3) defines a grading on $\Omega$ and we have
Lemma 6.2.1. $\widetilde{\Omega}$ is a graded commutative torsion free ring.
6.3. Recall that the total Pontrjagin class of $V^{4 k}$ may be written, using an indeterminate $z$ as in 4.4, in the form

$$
\begin{equation*}
1+p_{1} z+p_{2} z^{2}+\cdots+p_{k} z^{k}=\prod_{i=1}^{k}\left(1+\beta_{i} z\right) \tag{5}
\end{equation*}
$$

We then define the integer $s\left(V^{4 k}\right)$ for an oriented manifold $V^{4 k}$ by the formula

$$
s\left(V^{4 k}\right)=\left(\beta_{1}^{k}+\beta_{2}^{k}+\cdots+\beta_{k}^{k}\right)\left[V^{4 k}\right] .
$$

Definition: A sequence $\left\{V^{4 k}\right\}(k=0,1,2, \ldots)$ of oriented manifolds is a basis sequence if $s\left(V^{4 k}\right) \neq 0$ for all $k$.

Theorem 6.3.1. Let $\left\{V^{4 k}\right\}$ be a basis sequence of oriented manifolds and let $B$ be a ring containing the ring of rational numbers. Then to each sequence $a_{k}$ of elements of $B$ there corresponds one and only one $m$-sequence $\left\{K_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ with coefficients in $B$ for which $K\left(V^{4 k}\right)=a_{k}$.

Proof: The $m$-sequences are in one-one correspondence (see 1.2) with power series $Q(z)=1+b_{1} z+b_{2} z^{2}+\cdots$ with coefficients in $B$. Therefore it is sufficient to show that there is exactly one power series $Q(z)$ such that, for each $V^{4 k}$ in the sequence with Pontrjagin classes written in the form (5),

$$
a_{k}=K_{k}\left[V^{4 k}\right], \text { where } K_{k}=\text { coefficient of } z^{k} \text { in } \prod_{i=1}^{k} Q\left(\beta_{i} z\right)
$$

This equation can be written

$$
\begin{equation*}
a_{k}=s\left(V^{4 k}\right) b_{k}+\text { polynomial in } b_{1}, b_{2}, \ldots, b_{k-1} \text { of weight } k \tag{k}
\end{equation*}
$$

The polynomial in $\left(6_{k}\right)$ depends only on $V^{4 k}$ and has integer coefficients. The coefficients $b_{k}$ can now be determined uniquely by induction.

Remark: The proof shows conversely that, if $\left\{V^{4 k}\right\}$ is a sequence of oriented manifolds for which the conclusion of 6.3 .1 holds, then $\left\{V^{4 k}\right\}$ is a basis sequence.

Theorem 6.3.2. The $2 k$-dimensional complex projective spaces $\mathbf{P}_{\mathbf{2 k}}(\mathbf{C})$ form a basis sequence, because $s\left(\mathbf{P}_{2 k}(\mathbf{C})\right)=2 k+1$.

Proof: Let $h \in H^{2}\left(\mathbf{P}_{2 k}(\mathbf{C}), \mathbf{Z}\right)$ be a generator. By 4.10 .2 the PontrJagin class of $\mathbf{P}_{2 k}(\mathrm{C})$ is $\left(1+h^{2}\right)^{2 k+1}$. The $m$-sequence of the power series $1+z^{k}$ defines a "genus" (5.2) which for $V^{4 k}$ has the value $s\left(V^{4 k}\right)$ and which clearly takes the value $2 k+1$ on $\mathbf{P}_{2 k}(\mathrm{C})$.
6.4. In this section we determine the structure of the ring $\Omega \otimes \mathbf{Q}$. Every oriented manifold $V^{4 k}$ determines an element $\left(V^{4 k}\right)$ of $\Omega^{4 k} \otimes \boldsymbol{Q}$. The definition of tensor product implies that every element of $\Omega^{4} k \otimes \mathbf{Q}$ can be written in the form $\frac{1}{m}\left(V^{4 k}\right)$ where $m$ is an integer. The PontrJagin numbers, the $K$-genus, and the integer $s\left(V^{4 k}\right)$ are all defined in a
natural way for elements of $\widetilde{\Omega} \otimes \mathbf{Q}$. (In the case of the $K$-genus it is necessary to assume that the coefficient ring $B$ contains the ring of rational numbers.) The Pontrjagin numbers of an element of $\Omega^{4 k} \otimes \mathbf{Q}$ are in general non-integral rational numbers. Two elements of $\Omega^{4 k} \otimes \boldsymbol{Q}$ are equal if and only if their corresponding Pontrjagin numbers are equal.

Theorem 6.4.1. Let $\left\{V^{4 k}\right\}$ be a basis sequence of oriented manifolds. For each partition $(j)=\left(j_{1}, j_{2}, \ldots, j_{r}\right)$ of $k$, let

$$
V_{(j)}=V^{4 j_{2}} \times V^{4 j_{2}} \times \cdots \times V^{4 j_{r}} .
$$

Then every element $\alpha \in \Omega^{4 k} \otimes \mathbf{Q}$ can be represented uniquely as a sum

$$
\begin{equation*}
\alpha=\sum r_{(j)}\left(V_{(j)}\right), \quad r_{(j)} \in \mathbf{Q} \tag{7}
\end{equation*}
$$

over all partitions $(j)$ of $k$. Moreover, to each system $a_{(j)}$ of rational numbers there corresponds an element $\alpha \in \Omega^{4 k} \otimes \mathbb{Q}$ whose Pontrjagin numbers satisfy $p_{(j)}[\alpha]=a_{(j)}$.

Proof: By elementary facts on linear simultaneous equations it is sufficient to prove that a sum $\sum \gamma_{(j)}\left(V_{(j)}\right)$ over all partitions $(j)$ of $k$ is zero if and only if $r_{(j)}=0$ for each (j). Suppose that $\sum r_{(j)}\left(V_{(j)}\right)=0$. Let $q_{1}, q_{2}, q_{3}, \ldots$ be a sequence of indeterminates. By 6.3 .1 we can find for each integer $t \geqq 0$ an $m$-sequence which takes the value $q_{k}^{t}$ on $V^{4 k}$. This implies that

$$
\begin{equation*}
\sum_{(j)} r_{(j)} q_{(j)}^{b}=0, \tag{8}
\end{equation*}
$$

where $q_{(j)}$ denotes the product $q_{j_{1}} q_{j_{2}} \ldots q_{j_{r}}$ for $(j)=\left(j_{1}, j_{2}, \ldots, j_{r}\right)$. Since the $q_{(j)}$ are pairwise distinct, (8) implies that each $r_{(j)}$ vanishes (Vandermonde determinant). Q.E.D.

We also prove the following complement to Theorem 6.4.1.
Theorem 6.4.2. Let $\left\{V^{4 J}\right\}$ be an arbitrary sequence of manifolds. Then I) the relation $\alpha=\sum r_{(j)}\left(V_{(j)}\right), r_{(j)} \in \mathbf{Q}$, implies

$$
\begin{equation*}
s(\alpha)=r_{k} s\left(V^{4 k}\right) \tag{7*}
\end{equation*}
$$

and II) if, for all $k$, every element $\alpha \in \Omega^{4 k} \otimes \mathbf{Q}$ can be represented as a sum $\alpha=\sum r_{(j)}\left(V_{(j)}\right), r_{(j)} \in \mathbf{Q}$, then $\left\{V^{4 j}\right\}$ is a basis sequence.

Proof of I): Let $\left\{K_{j}\right\}$ be the $m$-sequence of the power series $1+z^{k}$. This $m$-sequence takes the value $s(\alpha)$ on elements $\alpha \in \Omega^{4 k} \otimes \boldsymbol{Q}$ and the value 0 on elements of $\Omega^{4 j} \otimes \mathbf{Q}$ with $1 \leqq j<k$. This implies ( $\mathbf{7}^{*}$ ).

Proof of II): Suppose that, for some $k, s\left(V^{4}\right)=0$. Then, by I), $s(\alpha)=0$ for all $\alpha \in \Omega^{4 k} \otimes \mathbf{Q}$. But $s\left(\mathbf{P}_{2 k}(\mathbf{C})\right)=2 k+1$ by 6.3.2. Contradiction.

An immediate corollary to 6.3 .2 and 6.4 .1 is
Theorem 6.4.3. The graded ring $\widetilde{\Omega} \otimes \mathbb{Q}$ is isomorphic to the graded ring $\mathrm{Q}\left[z_{1}, z_{2}, \ldots\right]$ of polynomials in indeterminates $z_{i}$ with rational coef-
ficients. The group $\Omega^{4 k} \otimes \mathbf{Q}$ is mapped onto the group of products of weight $k$. Any sequence of elements $\alpha_{i} \in \Omega^{4 i} \otimes \mathbf{Q}$ with $s\left(\alpha_{i}\right) \neq 0 \quad(i=1,2, \ldots)$ defines by $\alpha_{i} \rightarrow z_{i}$ an isomorphism of $\boldsymbol{\Omega} \otimes \mathbf{Q}$ on to $\mathbf{Q}\left[z_{1}, z_{2}, \ldots\right]$, and every isomorphism of $\Omega \otimes \mathbf{Q}$ on to $\mathbf{Q}\left[z_{1}, z_{2}, \ldots\right]$ can be obtained in this way.

Remark: Theorem 6.4.1 implies in particular that to each system of integers $a_{(j)}$, where ( $j$ ) runs through all partitions ( $j_{1}, \ldots, j_{r}$ ) of $k$, there corresponds a positive integer $N_{k}$, which depends only on $k$, such that the system of integers $N_{k} \cdot a_{(j)}$ occurs as the system of Pontrjagin numbers of an oriented manifold $V^{4 k}$. We have already noted in 5.2 that not every system $a_{(j)}$ occurs in this way. This suggests the question: what is the smallest positive integer $\bar{N}_{k}$ for which every system $\bar{N}_{k} \cdot a_{(j)}$ with $a_{(j)}$ integral occurs as the system of Pontrjagin numbers of a $V^{4 k}$ ? It follows from work of Milnor [3] that in fact $\bar{N}_{k}$ is equal to the denominator $\mu\left(L_{k}\right)$ of the polynomial $L_{k}$ (see Lemma 1.5.2).
6.5. In this section we consider homomorphisms from the ring $\Omega \otimes$ Q to the ring $\mathbf{Q}$ of rational numbers. Let $\left\{K_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ be an $m$-sequence with rational coefficients, and let $K\left(V^{n}\right)$ be the corresponding $K$-genus of an oriented manifold $V^{n}$. The $K$-genus $K(\alpha)$ is defined for any $\alpha \in \widetilde{\Omega} \otimes \boldsymbol{Q}$ and 5.2.2 and $6.1\left(1^{*}\right),\left(2^{*}\right)$ imply that there is a homomorphism $\Omega \otimes \boldsymbol{Q} \rightarrow \boldsymbol{Q}$ defined by $\boldsymbol{\alpha} \rightarrow K(\alpha)$.

Conversely, any homomorphism $h: \Omega \otimes \boldsymbol{Q} \rightarrow \boldsymbol{Q}$ arises in this way. Let $h\left(V^{4 k}\right)$ be the values of $h$ on a basis sequence $\left\{V^{4 k}\right\}$. By 6.3.1 there is a unique $m$-sequence $\left\{K_{j}\right\}$ with $K\left(V^{4 k}\right)=h\left(V^{4 k}\right)$. The elements ( $V^{4 k}$ ) generate the ring $\Omega \otimes \mathbf{Q}$, and therefore $K(\alpha)=h(\alpha)$ for every $\alpha \in \Omega \otimes \mathbf{Q}$. This proves

Theorem 6.5.1. The homomorphisms $\Omega \otimes \mathbf{Q} \rightarrow \mathbf{Q}$ are in one-one correspondence with the $m$-sequences $\left\{K_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ with rational coefficients, and are therefore also in one-one correspondence with formal power series with rational coeficients starting with 1.

## § 7. The cobordism ring $\boldsymbol{\Omega}$

In § 6 we formed a ring from the set of all oriented manifolds by introducing an equivalence relation $\approx$ compatible with the operations + , ,$- \times$. This equivalence relation is very artificial, and the results of $\S 6$ consist mostly of formal algebra. The only geometrical fact used in § 6 is the existence of a basis sequence of oriented manifolds (Theorem 6.3.2). We now need a deep result from the cobordism theory of Tном which states that the equivalence relation $\approx$ has a direct geometrical significance.
7.1. Recall that the definition of oriented differentiable manifold (2.5) can be extended to include oriented differentiable manifolds with boundary. If $X^{n+1}$ is a compact oriented differentiable manifold with
boundary $\partial X^{n+1}$, then $\partial X^{n+1}$ is a compact manifold with an orientation and differentiable structure induced from that of $X^{n+1}$.

Definition: An oriented differentiable manifold $V^{n}$ bounds if there exists a compact oriented differentiable manifold $X^{n+1}$ with oriented boundary $\partial X^{n+1}=V^{n}$. Two manifolds $V^{n}, W^{n}$ are cobordant if $V^{n}+\left(-W^{n}\right)$ bounds.

The relation $V^{n}$ is cobordant to $W^{n}, V^{n} \sim W^{n}$, is an equivalence relation compatible with the operations,,$+- \times$ defined in § 6.1. The equivalence classes of oriented $n$-dimensional manifolds form an additive group $\Omega^{n}$ whose zero element is the class of manifolds which bound. As in 6.2 we can define the direct sum

$$
\Omega=\sum_{n=0}^{\infty} \Omega^{n}
$$

In this case

$$
\begin{equation*}
\Omega^{n} \Omega^{m} \subset \Omega^{n+m} \text { and } \alpha \cdot \beta=(-1)^{n m} \beta \cdot \alpha \text { for } \alpha \in \Omega^{n}, \beta \in \Omega^{m} \tag{1}
\end{equation*}
$$

and therefore $\Omega$ is a graded anti-commutative ring, called the cobordism ring. It is not necessary, for the present application, to know the precise structure of $\Omega$. The original results of THom are sufficient, and are quoted in the next section.
7.2. We wish to construct an isomorphism $\Omega \otimes \boldsymbol{Q} \rightarrow \widetilde{\Omega} \otimes \mathbf{Q}$ between the cobordism ring "modulo torsion" and the ring $\Omega \otimes \mathbf{Q}$ defined in §6. The first step is contained in the following theorem of Pontrjagin [2].

Theorem 7.2.1. If $V^{n}$ bounds then all the Pontrjagin numbers of $V^{n}$ are zero.

Proof: The Pontrjagin numbers of $V^{n}$ are by definition zero unless $n \equiv 0$ modulo 4. Suppose that $V^{4 k}$ is the oriented boundary of $X^{4 k+1}$, and that $j: V^{4 k} \rightarrow X^{4 k+1}$ is the embedding. Let $p_{i} \in H^{4 i}\left(X^{4 k+1}, Z\right)$ be the Pontrjagin classes of the tangent bundle ${ }_{\mathbf{R}} \theta\left(X^{4 k+1}\right)$ of $X^{4 k+1}$. Note that this bundle is also defined over points of $V^{4 k}$; in fact, if 1 denotes the trivial line bundle,

$$
j_{\mathrm{R}}^{*} \theta\left(X^{4 k+1}\right)=1 \oplus_{\mathrm{R}} \theta\left(V^{4 k}\right)
$$

where ${ }_{\mathrm{R}} \boldsymbol{\theta}\left(V^{4 k}\right)$ is the tangent bundle of $V^{4 k}$. By 4.5 III) the Pontrjagin classes of $V^{4 k}$ are $j^{*} p_{i}$ and every Pontrjagin number of $V^{4 k}$ is the value of a $4 k$-dimensional cocycle of $X^{4 k+1}$ on the cycle $V^{4 k}$. But $V^{4 k}$ bounds and therefore every Pontrjagin number of $V^{a k}$ is zero. Q. E. D.

The theorem of Pontrjagin states that the equivalence relation $\sim$ of 7.1 implies the equivalence relation $\approx$ of 6.2 . Therefore there is a ring epimorphism $\Omega \rightarrow \Omega$ which induces a ring epimorphism

$$
\begin{equation*}
\varphi: \Omega \otimes \mathbf{Q} \rightarrow \Omega \otimes \mathbf{Q} \tag{2}
\end{equation*}
$$

The central result of Tном, on which all subsequent work on the cobordism ring is based, is contained in the following theorem.

Theorem 7.2.2. (Tном [2]) The groups $\Omega^{n}$ are finite for $i \neq 0$ modulo 4. The group $\Omega^{4 k}$ is the direct sum of $\pi(k)(=$ number of distinct partitions of $k$ ) groups $\mathbf{Z}$ and a finite group.

We are not able to give the proof of this theorem here, but make the following remarks. Tном's proof divides into two parts
I) Construction of a complex $M(\mathbf{S O}(k))$ and an isomorphism between the group $\Omega^{i}$ and the homotopy group $\pi_{k+i}(M(\mathbf{S O}(k))), i<k$.
II) Calculation of $\pi_{k+i}(M(\mathbf{S O}(k)))$ modulo finite groups by use of the $C$-theory of Serre.

The proofs in I) use isotopy and deformation arguments. Let $B(\mathbf{S O}(k))$ be the classifying space of the group $\mathbf{S O}(k)$ (see the bibliographical note to Chapter One). Associated to the universal SO (k)-bundle over $\boldsymbol{B}(\mathbf{S O}(k))$ there is a bundle with fibre $\mathbf{D}^{k}$, the $k$-dimensional disc in $\mathbf{R}^{k}$ defined by $\left\{\left(x_{1}, \ldots, x_{k}\right) ; \sum_{i=1}^{k} x_{i}^{2} \leqq 1\right\}$, and bundle space $A(\mathbf{S O}(k))$. Let $M(\mathbf{S O}(k))$ be the complex obtained by identifying the boundary of $A(\mathbf{S O}(k))$ to a point. The homomorphism $\Omega^{i} \rightarrow \pi_{i+k}(M(\mathbf{S O}(k)))$ can now be defined. Let $V^{i}$ be an oriented differentiable manifold. Since $i<k$ there is an embedding of $V^{i}$ in the $(i+k)$-dimensional sphere $\mathbf{S}^{i+k}$. An isotopy argument shows that two such embeddings have isomorphic normal bundles, and hence that there is a map $f: N \rightarrow A(\mathbf{S O}(k))$ of a tubular neighbourhood $N$ of $V^{i}$ in $\mathbf{S}^{i+k}$ which maps $V^{i}$ into the zero section of $A(\mathbf{S O}(k))$ and which maps the boundary $\partial N$ of $N$ into the boundary of $A(\mathbf{S O}(k))$. Now consider the composite map

$$
\mathbf{S}^{i+k} \rightarrow \frac{\mathbf{S}^{i+k}}{\mathbf{S}^{i+k}-N}=\frac{N}{\partial \bar{N}} \rightarrow \frac{A(\mathbf{S O}(k))}{\partial A(\mathbf{S O}(k))}=M(\mathbf{S O}(k)) .
$$

This map defines an element of $\pi_{i+k}(M(\mathbf{S O}(k)))$ which actually depends only on the cobordism class of $V^{i}$. Deformation arguments are now used to show that the homomorphism $\Omega^{i} \rightarrow \pi_{i+k}(M(\mathbf{S O}(k))), i<k$, is an isomorphism.

The proofs in II) depend on a computation of the cohomology of $M(\mathbf{S O}(k))$ and use properties of Eilenberg-Maclane complexes and the Steenrod algebra.

Explicit results for $i \leqq 7$ are:

$$
\Omega^{0}=\mathbf{Z}, \Omega^{1}=\Omega^{2}=\Omega^{3}=0, \Omega^{4}=\mathbf{Z}, \Omega^{5}=\mathbf{Z}_{2}, \Omega^{6}=\Omega^{7}=0
$$

Theorem 7.2.2, together with the formal algebra of $\S 6$, implies immediately

Theorem 7.2 .3 (Тном [2]). The homomorphism $\varphi: \Omega \otimes \mathbf{Q} \rightarrow \widetilde{\Omega} \otimes \mathbf{Q}$ is an isomorphism, and the structure of the ring $\Omega \otimes \mathbf{Q}$ is therefore deter-
mined by Theorem 6.4.3. Two oriented manifolds $V^{4 k}$ and $W^{4 k}$ have the same Pontrjagin numbers if and only if some integral multiple of $V^{4 k}+\left(-W^{4 k}\right)$ bounds.

We can also state Theorem 6.5 .1 for the cobordism ring. This is important for subsequent applications and can be reformulated as follows:
7.3. Let $\psi$ be a function which associates a rational number $\psi\left(V^{n}\right)$ to each compact oriented differentiable manifold $V^{n}$, which is not identically zero and which has the properties:
I) $\psi\left(V^{n}+W^{n}\right)=\psi\left(V^{n}\right)+\psi\left(W^{n}\right), \psi\left(-V^{n}\right)=-\psi\left(V^{n}\right)$
II) $\psi\left(V^{n} \times W^{n}\right)=\psi\left(V^{n}\right) \cdot \psi\left(W^{n}\right)$
III) if $V^{n}$ bounds then $\psi\left(V^{n}\right)=0$.

Then $\psi\left(V^{n}\right)$ is zero unless $n$ is divisible by 4, and there is one and only one $m$-sequence $\left\{K_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ with rational coefficients such that, for all oriented manifolds $V^{4 k}$,

$$
\psi\left(V^{4 k}\right)=K_{k}\left(p_{1}, \ldots, p_{k}\right)\left[V^{\mathbf{s} k}\right]
$$

that is, $\psi$ coincides with the $K$-genus associated to the $m$-sequence $\left\{K_{j}\right\}$.
By $\S 1$ the $m$-sequence $\left\{K_{j}\right\}$ corresponds to a uniquely determined power series $Q(z)=1+b_{1} z+b_{2} z^{2}+\cdots$. The coefficients $b_{i}$ of this power series can be calculated inductively using a basis sequence of oriented manifolds. For instance, the sequence of $2 k$-dimensional complex projective spaces $\mathbf{P}_{2 k}(C)$ can be chosen as a basis sequence (Theorem 6.3.2).

Remark: Property II) is implied by I), III) and the following special case II*) of II):

II*) There is a basis sequence $\left\{V^{4 k}\right\}$ such that, for each product of manifolds $V^{43}$,

$$
\psi\left(V^{\Delta j_{2}} \times V^{\Delta j_{2}} \times \cdots \times V^{\Delta j_{r}}\right)=\psi\left(V^{4 j_{1}}\right) \psi\left(V^{4 j_{2}}\right) \cdots \psi\left(V^{4 j_{r}}\right) .
$$

## § 8. The index of a $4 k$-dimensional manifold

8.1. Let $Q(x, y)$ be a real valued symmetric bilinear form on a finite dimensional real vector space. If $p^{+}$is the number of positive eigenvalues of $Q(x, y)$, and $p^{-}$is the number of negative eigenvalues, the difference $p^{+}-p^{-}$is called the index of $Q(x, y)$.
8.2. It is well known that there is a symmetric bilinear form associated to every compact oriented $4 k$-dimensional manifold: if $x, y \in H^{2 k}\left(M^{4 k}, \mathbf{R}\right)$, the cup product $x y$ defines a real number $x y\left[M^{4 k}\right]$ as in 5.1. The bilinear form $x y\left[M^{4 k}\right]$ is defined on the real vector space $H^{2 k}\left(M^{4 k}, \mathbf{R}\right)$ and is a topological invariant of the oriented manifold $M^{4 k}$. The index of this form is called the index of $M^{4 k}$ and denoted by $\tau\left(M^{4 k}\right)$. The index
of a manifold whose dimension is not divisible by 4 is defined to be zero. We now prove that the function $\tau$ satisfies the properties set out in 7.3.

Theorem 8.2.1.
I) $\tau\left(V^{n}+W^{n}\right)=\tau\left(V^{n}\right)+\tau\left(W^{n}\right), \tau\left(-V^{n}\right)=-\tau\left(V^{n}\right)$
II) $\tau\left(V^{n} \times W^{m}\right)=\tau\left(V^{n}\right) \cdot \tau\left(W^{m}\right)$
III) if $V^{n}$ bounds then $\tau\left(V^{n}\right)=0$.

Proof: I) follows immediately from the definitions of $V^{n}+W^{n}$ and $-V^{n}$.
II) is known (Тном [2]) but is given there without proof. We therefore prove II) in full. Let $M^{4 k}=V^{n} \times W^{m}$. Then

$$
\begin{equation*}
H^{2 k}\left(M^{4 k}, \mathbf{R}\right) \cong \sum_{s=0}^{2 k} H^{s}\left(V^{n}, \mathbf{R}\right) \otimes H^{2 k-s}\left(W^{m}, \mathbf{R}\right) \tag{1}
\end{equation*}
$$

Elements $x, y \in H^{2 k}\left(M^{4 k}, \mathbf{R}\right)$ are said to be orthogonal if $x y\left[M^{4 k}\right]=0$. Introduce bases $\left\{v_{i}^{s}\right\}$ for $H^{s}\left(V^{n}, \mathbf{R}\right)$ and $\left\{w_{i}^{t}\right\}$ for $H^{t}\left(W^{m}, \mathbf{R}\right)$ such that $v_{i}^{s} v_{j}^{n-s}\left[V^{n}\right]=\delta_{i j}$ for $s \neq \frac{n}{2}$ and $w_{i}^{t} w_{j}^{m-t}\left[W^{m}\right]=\delta_{i j}$ for $t \neq \frac{m}{2}$.

Now consider the group $A=H^{\frac{n}{2}}\left(V^{n}, \mathbf{R}\right) \otimes H^{\frac{m}{2}}\left(W^{m}, \mathbf{R}\right)$, taking $A=0$ if $n$ and $m$ are odd. Then $A$ is orthogonal to the subgroup $B$ of $H^{2 k}\left(M^{4 k}, \mathbf{R}\right)$, which consists of all elements of the summation (1) in which no elements of $A$ occur. As a basis for the group $B$ we can take $\left\{v_{i}^{s} \otimes w_{j}^{2 k-s}\right\},\left(0 \leqq s \leqq n, s \neq \frac{n}{2}\right)$. Now

$$
\begin{aligned}
\left(v_{i}^{s} \otimes w_{j}^{2 k-s}\right)\left(v_{i^{\prime}}^{s^{\prime}} \otimes w_{j^{\prime}}^{2 k-s^{\prime}}\right)\left[M^{4 k}\right] & = \pm 1 \text { if } s+s^{\prime}=n, i=i^{\prime}, j=j^{\prime} \\
& =0 \text { otherwise } .
\end{aligned}
$$

It follows that, with respect to this basis, the restriction of the bilinear form $x y\left[M^{4 k}\right]$ to $B$ is represented by a matrix with blocks $\pm\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ down the diagonal and zero elsewhere. Therefore the index of the restriction of $x y\left[M^{4 k}\right]$ to $B$ is 0 . Since $A$ and $B$ are orthogonal, $\tau\left(M^{4 k}\right)$ is equal to the index $\tau(A)$ of the restriction of the bilinear form $x y\left[M^{4 k}\right]$ to $A$. There are now two cases to consider. If $n$ and $m$ are not divisible by 4 then $\tau(A)=0$. If $n$ and $m$ are divisible by 4 then $\tau(A)=\tau\left(V^{n}\right) \cdot \tau\left(W^{m}\right)$. This completes the proof of II). A more detailed proof can be found in Chern-Hirzebruch-Serre [1].
III) is proved by Tном [1]. The proof can be summarised briefly as follows. Suppose that $V^{4 k}$ is the oriented boundary of $X^{4 k+1}$, and that $j: V^{4 k} \rightarrow X^{4 k+1}$ is the embedding. Tном considers the diagram of homomorphisms

$$
\begin{aligned}
& H^{2 k}\left(X^{4 k+1}, \mathbf{R}\right) \xrightarrow{j^{*}} H^{2 k}\left(V^{4 k}, \mathbf{R}\right) \rightarrow H^{2 k+1}\left(X^{4 k+1} \bmod V^{4 k}, \mathbf{R}\right) \\
& H_{2 k+1}\left(X^{4 k+1} \bmod V^{4 k}, \mathbf{R}\right) \rightarrow H_{2 k}\left(V^{4 k}, \mathbf{R}\right) \xrightarrow{i_{4}} H_{2 k}\left(X^{4 k+1}, \mathbf{R}\right)
\end{aligned}
$$

Here the rows are part of exact homology and cohomology sequences, and the vertical arrows are isomorphisms, defined by Poincart duality for $V^{4 k}$ and $X^{4 k+1}$, which make the squares commutative.

Let $A^{2 k}$ be the image of $j^{*}$ in $H^{2 k}\left(V^{4 k}, \mathbf{R}\right)$ and let $K_{2 k}$ be the kernel of $j_{*}$ in $H_{2 k}\left(V^{4 k}, \mathbf{R}\right)$. Then $A^{2 k}$ is dual to $H_{2 k}\left(V^{4 k}, \mathbf{R}\right) / K_{2 k}$ under the duality between $H^{2 k}\left(V^{4 k}, \mathbf{R}\right)$ and $H_{2 k}\left(V^{4 k}, \mathbf{R}\right)$. On the other hand, the diagram implies that, for $x \in H^{2 k}\left(V^{4 k}, \mathbf{R}\right)$,

$$
x \in A^{2 k} \Leftrightarrow i(x) \in K_{2 k} .
$$

Therefore, if $b_{2 k}=\operatorname{dim} H_{2 k}\left(V^{4 k}, \mathbf{R}\right)$ is the $2 k$-th BETTI number of $V$,

$$
\operatorname{dim} A^{2 k}=\operatorname{dim} K_{2 k}=b_{2 k}-\operatorname{dim} K_{2 k}
$$

and

$$
\begin{equation*}
\operatorname{dim} A^{2 k}=\frac{1}{2} b_{2 k} . \tag{2}
\end{equation*}
$$

If $x=j^{*} y \in A^{2 k}$, and $v$ is the fundamental cycle of $V^{4 k}$ then $x^{2}\left[V^{4 k}\right]$ $=\left(j^{*} y^{2}\right)[v]=\left(y^{2}\right)\left[j_{*} v\right]=0$. Therefore the cone $\left\{x \in H^{2 k}\left(V^{4 k}, \mathbf{R}\right)\right.$; $\left.x^{2}\left[V^{4 k}\right]=0\right\}$ contains the linear subspace $A^{2 k}$ of dimension $\frac{1}{2} b_{2 k}$. It follows that the bilinear form $x y\left[V^{4 k}\right]$ has $p^{+}=p^{-}(8.1)$ and hence that $\tau\left(V^{4 k}\right)=0$. This proves III) and completes the proof of Theorem 8.2.1.

Theorem 7.2.3 and 7.3 now imply that the index $\tau$ can be identified with the $K$-genus of an $m$-sequence $\left\{K_{j}\right\}$. For complex projective space $\tau\left(\mathbf{P}_{2 k}(\mathrm{C})\right)=1$ for all $k$. The only $m$-sequence which takes the value 1 on each $\mathrm{P}_{2 k}(\mathrm{C})$ is the sequence $\left\{L_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ (Lemma 1.5.1 and Theorem 4.10.2).

Theorem 8.2.2. The index $\tau\left(M^{4 k}\right)$ of a compact oriented differentiable manifold $M^{4 k}$ can be represented as a linear combination of Pontrjagin numbers. If $\left\{L_{j}\right\}$ is the $m$-sequence corresponding to the power series $\frac{\sqrt{z}}{\tanh \sqrt{z}}$ then $\tau\left(M^{4 k}\right)=L_{k}\left(p_{1}, \ldots, p_{k}\right)\left[M^{4 k}\right]$. (A list of the first few polynomials $L_{j}$ is given in 1.5.)

Remark: By the remark at the end of 7.3 it is possible to prove property II) of 8.2 .1 by using III) and the fact that the index of any product $\mathbf{P}_{2 j_{1}}(\mathbf{C}) \times \cdots \times \mathbf{P}_{2 j_{r}}(\mathbf{C})$ is 1 .

## § 9. The virtual index

9.1. Let $M^{n}$ be a compact oriented differentiable manifold and let $j: V^{n-k} \rightarrow M^{n}$ be the embedding of an oriented submanifold $V^{n-k}$ of $M^{n}$. If $\mathbf{R}^{\theta}\left(V^{n-k}\right), \mathbf{R}_{\mathbf{R}} \theta\left(M^{n}\right)$ are the tangent bundles of $V^{n-k}, M^{n}$ respectively and $\nu$ is the normal bundle of $V^{n-k}$ in $M^{n}$ then, by 4.8,

$$
j_{\mathrm{R}}^{*} \theta\left(M^{n}\right)=\mathrm{R}_{\mathrm{R}} \theta\left(V^{n-k}\right) \oplus \nu
$$

Let $p\left(V^{n-k}\right), p\left(M^{n}\right)$ be the (total) Pontruagin classes of $V^{n-k}, M^{n}$. Then by 4.5 II), III) we have

$$
\begin{equation*}
j^{*} p\left(M^{n}\right)=p\left(V^{n-k}\right) p(v) \text { modulo torsion. } \tag{1}
\end{equation*}
$$

Note that, in a commutative ring of cohomology classes whose odd dimensional components vanish, every element whose 0 -dimensional component is 1 has a uniquely determined inverse. This means that, if the Pontrjagin classes of $M^{n}$ and of the normal bundle $v$ of $V^{n-n}$ in $M^{n}$ are known, the Pontrjagin classes of $V^{n-k}$ can be calculated. For instance, if $k=1$, since $V^{n-1}$ and $M^{n}$ are both oriented, $\nu$ is trivial and $p_{i}\left(V^{n-1}\right)=i^{*} p_{i}\left(M^{n}\right)$ (compare the proof of Theorem 7.2.1).
9.2. For the applications the case $k=\mathbf{2}$ is particularly important. Let $j: V^{n-2} \rightarrow M^{n}$ be as in 9.1 and let $v \in H^{2}\left(M^{n}, \mathrm{Z}\right)$ be the cohomology class dual to the homology class represented by $V^{\boldsymbol{n - 2}}$. In this case, by Theorem 4.8.1,

$$
p(v)=j^{*}\left(1+v^{2}\right)
$$

and therefore

$$
p\left(V^{n-2}\right)=j^{*}\left[\left(1+v^{2}\right)^{-1} p\left(M^{n}\right)\right] .
$$

Since $\left\{L_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ is the $m$-sequence which corresponds to the power series $\frac{\sqrt{z}}{\tanh \sqrt{\bar{z}}}$ the definition of $m$-sequences in 1.2 implies that $\sum_{i=0}^{\infty} L_{i}\left(p_{1}\left(V^{n-2}\right), \ldots, p_{i}\left(V^{n-2}\right)\right)=j^{*}\left[\frac{\tanh v}{v} \sum_{i=0}^{\infty} L_{i}\left(p_{1}\left(M^{n}\right), \ldots, p_{i}\left(M^{n}\right)\right)\right]$.

We are now in a position to obtain a formula for $\tau\left(V^{n-2}\right)$. We need the fact (Poincare duality) that if $x \in H^{n-2}\left(M^{n}, A\right) \otimes B$, with $A, B$ additive groups then

$$
\begin{equation*}
j^{*}(x)\left[V^{n-2}\right]=v x\left[M^{n}\right] . \tag{3}
\end{equation*}
$$

Theorem 8.2.2, together with (2) and (3), now gives

$$
\begin{equation*}
\tau\left(V^{n-2}\right)=x^{n}\left[\tanh v \sum_{i=0}^{\infty} L_{i}\left(p_{1}\left(M^{n}\right), \ldots, p_{i}\left(M^{n}\right)\right)\right] . \tag{4}
\end{equation*}
$$

In (4) we use the abbreviation $\varkappa^{n}$ for the first time. It is used constantly from now on and is defined by the rule:

Let $u^{(n)}$ be the $n$-dimensional component of an element $u \in \sum_{k=0}^{n} H^{k}\left(M^{n}\right.$, A) $\otimes$ B. Define $\chi^{n}[u]=u^{(n)}\left[M^{n}\right]$.

If $n \neq 2$ modulo 4 formula (4) is trivial, since the left hand side is then zero by definition, while the right hand side is got by evaluating the $n$-dimensional component $u^{(n)}$ of an expression $u$ which contains no terms of dimension $n$, so that $x^{n}[u]=0$. In the first few non-trivial
cases (4) gives:

$$
\begin{array}{ll}
n=2, & \tau\left(V^{0}\right)=v\left[M^{2}\right] \\
n=6, & \tau\left(V^{4}\right)=\frac{1}{3}\left(-v^{3}+p_{1} v\right)\left[M^{6}\right] \\
n=10, & \tau\left(V^{5}\right)=\frac{1}{45}\left(6 v^{5}-5 p_{1} v^{3}+\left(7 p_{2}-p_{1}^{2}\right) v\right)\left[M^{10}\right]
\end{array}
$$

9.3. Let $M^{n}$ be a compact oriented differentiable manifold as in 9.1 and let $v_{1}, v_{2}, \ldots, v_{r}$ be elements of the group $H^{2}\left(M^{n}, \mathrm{Z}\right)$. It will be assumed that $v_{1}$ represents a (compact oriented differentiable) submanifold $V^{n-2}$ of $M^{n}$, that the restriction of $v_{2}$ to $V^{n-2}$ represents a submanifold $V^{n-4}$ of $V^{n-2}, \ldots$, and finally that the restriction of $v_{r}$ to $V^{n-2(r-1)}$ represents a submanifold $V^{n-2 r}$ of $V^{n-2(r-1)}$. In this case formula (3) of 9.2 can be generalised: if $x \in H^{n-2 r}\left(M^{n}, A\right) \otimes B$ with $A, B$ additive groups and $j: V^{n-2 r} \rightarrow M^{n}$ is the embedding then

$$
j^{*}(x)\left[V^{n-2 r}\right]=v_{1} v_{2} \ldots v_{r} x\left[M^{n}\right]
$$

Successive applications of (2) and ( $3^{\prime}$ ) give the following generalisation of (4):

$$
\tau\left(V^{n-2 r}\right)=x^{n}\left[\tanh v_{1} \tanh v_{2} \ldots \tanh v_{r} \sum_{i=0}^{\infty} L_{i}\left(p_{1}\left(M^{n}\right), \ldots, p_{i}\left(M^{n}\right)\right)\right]
$$

According to Thom [2], every 2 -dimensional integral cohomology class of a compact oriented differentiable manifold $M^{n}$ can be represented by a submanifold $V^{n-2}$ of $M^{n}$. Successive applications of this theorem show that the above assumptions are justified, so that ( $4^{\prime}$ ) holds. As a corollary we see that $\tau\left(V^{n-2 r}\right)$ depends only on the (unordered) set of cohomology classes $v_{1}, v_{2}, \ldots, v_{r}$. We denote the right hand side of (4') by $\tau\left(v_{1}, \ldots, v_{r}\right)$, the virtual index of the set $\left(v_{1}, \ldots, v_{r}\right)$. The theorem of Thom just quoted then implies that every virtual index occurs as the index of a submanifold of $M^{n}$ and is therefore an integer.

We recall that $\tanh$ satisfies the functional equation $\tanh (u+v)$ $=\tanh (u)+\tanh (v)-\tanh (u) \tanh (v) \tanh (u+v)$ and deduce from (4'):

Theorem 9.3.1. The virtual index is a function which associates an integer $\tau\left(v_{1}, v_{2}, \ldots, v_{r}\right)$ to each (unordered) $r$-ple $\left(v_{1}, v_{2}, \ldots, v_{r}\right)$ of 2-dimensional integral cohomology classes of a compact oriented differentiable manifold $M^{n}$. The function $\tau$ is zero if $n-2 r \neq 0$ modulo 4 , if $2 r>n$, or if one of the classes $v_{i}$ is zero. It satisfies the functional equation

$$
\begin{align*}
& \tau\left(v_{1}, \ldots, v_{r}, u+v\right)  \tag{6}\\
& \quad=\tau\left(v_{1}, \ldots, v_{r}, u\right)+\tau\left(v_{1}, \ldots, v_{r}, v\right)-\tau\left(v_{1}, \ldots, v_{r}, u, v, u+v\right) .
\end{align*}
$$

In particular, if $n=4 k+2$,

$$
\tau(u+v)=\tau(u)+\tau(v)-\tau(u, v, u+v) .
$$

9.4. Consider, as an example for Theorem 9.3.1, the product

$$
M^{4 k+2}=F_{1} \times F_{2} \times \cdots \times F_{2 k+1}
$$

of $2 k+1$ compact oriented surfaces $F_{i}$. Let $x_{i} \in H^{2}\left(M^{4 k+2}, Z\right)$ be the cohomology class which represents the submanifold

$$
F_{1} \times F_{2} \times \cdots \times \hat{F}_{i} \times \cdots \times F_{2 k+1}
$$

of $M^{4 k+2}$ (where $\hat{F}_{i}$ means that the factor $F_{i}$ is omitted). We can calculate $\tau\left(a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{2 k+1} x_{2 k+1}\right)$, where the $a_{i}$ are integers, by using (4). Since all the Pontrjagin classes of $M^{4 k+2}$ except for $p_{0}=1$ are zero,

$$
\begin{aligned}
\tau\left(a_{1} x_{1}+\right. & \left.a_{2} x_{2}+\cdots+a_{2 k+1} x_{2 k+1}\right) \\
& =x^{4 k+2}\left[\tanh \left(a_{1} x_{1}+\cdots+a_{2 k+1} x_{2 k+1}\right)\right] \\
& =\frac{\tanh ^{(2 k+1)}(0)}{(2 k+1)!} x^{4 k+2}\left[\left(a_{1} x_{1}+\cdots+a_{2 k+1} x_{2 k+1}\right)^{2 k+1}\right] \\
& =a_{1} a_{2} \ldots a_{2 k+1} \tanh (2 k+1)(0) .
\end{aligned}
$$

This proves that, if $V^{4 k}$ is a compact oriented differentiable manifold embedded in the product of $(2 k+1)$ copies of an oriented 2-sphere $S^{2}$ which has intersection number 1 with each factor, then $\tau\left(V^{4 k}\right)$ is the value at 0 of the $(2 k+1)$ th derivative of $\tanh (x)$. By the theorem of Tном quoted in 9.3, such manifolds exist for all $k$.

## Bibliographical note

The results on cobordism used in this chapter are all due to Thom [1], [2]. Actually the differentiability assumptions of Thom are slightly different, but it can be shown that all his results (in particular Theorem 7.2.2) remain true when "differentiable" is taken to mean " $C^{\infty}$-differentiable". A complete exposition of cobordism theory from this point of view has been given in lectures of Milnor (Differential Topology, mimeographed notes, Princeton 1958).

Thom also defined the non-oriented cobordism ring $\mathfrak{q}=\sum_{n=0}^{\infty} \mathfrak{q}^{n}$. Here $\mathfrak{q}^{n}$ is the group of compact non-oriented differentiable manifolds of dimension $n$ under the equivalence relation: $V^{n} \sim_{2} W^{n}$ if $V^{n}+W^{n}$ bounds a compact non-oriented manifold $X^{n+1}$. The Stiefel-Whitney classes $w_{i} \in H^{i}\left(V^{n}, Z_{2}\right)$ define StiefelWhitney numbers $w_{j_{1}} w_{j_{2}} \ldots w_{\xi_{r}}\left[V^{n}\right] \in \mathbf{Z}_{\mathbf{y}}$. Thom proved that $V^{n} \sim_{2} W^{n}$ if and only if $V^{n}, W^{n}$ have the same Stiefrl-Whitney numbers, that $\mathfrak{V}$ is a polynomial ring $Z_{2}\left[x_{2}, x_{4}, x_{5}, x_{6}, x_{8}, x_{9}, \ldots\right]$ over $Z_{2}$ with one generator $x_{i}$ for each $i \neq 2^{r}-1$, and that the real projective spaces $\mathbf{P}_{2 n}(\mathbf{R})$ give the even dimensional generators $x_{2 n}$ (Tном [2]). An explicit construction for the other generators of $\mathfrak{q}$ was given by Dold [1] (see also Milnor [7]).

The complete structure of the cobordism ring $\boldsymbol{\Omega}$, and of the graded ring $\tilde{\boldsymbol{\Omega}}$ defined in 6.2, is now known. Milnor [3] proved the following more precise version
of Theorem 6.4.3: $\tilde{\Omega}$ is isomorphic to the graded ring $\mathbf{Z}\left[z_{1}, z_{2}, \ldots\right]$, and an isomorphism $\mathbf{Z}\left[z_{1}, z_{2}, \ldots\right] \rightarrow \tilde{\Omega}$ is given by associating to $z_{4}$ a compact oriented differentiable manifold $V^{4 \prime}$ such that

$$
\begin{aligned}
& s\left(V^{4 i}\right)= \pm 1 \quad \text { if } 2 i+1 \text { is not a prime power, } \\
& s\left(V^{4 i}\right)= \pm q \quad \text { if } 2 i+1 \text { is a power of the prime } q .
\end{aligned}
$$

The cobordism ring $\Omega^{4 k}$ can be represented as a direct sum

$$
\Omega^{4 k}=\widetilde{\Omega}^{4 k} \oplus T^{4 k}
$$

where $T^{y}$ is the group of elements of finite order in $\Omega^{j}\left(\right.$ and $T^{j}=\Omega^{j}$ if $\left.j \neq 0 \bmod 4\right)$. Milnor [3] proved that $T^{y}$ has no elements of odd order and gave explicit generators for $\widetilde{\Omega}^{4}$. Subsequently Wall [1] proved that $T^{i}$ contains no elements of order 4 and found a complete set of generators for $\Omega$. His results show that $V^{n} \sim W^{n}$ if and only if $V^{n}, W^{n}$ have the same Pontrjagin and Stiefel-Whitney numbers. For a survey of generalisations of the cobordism ring and further developments see Atiyah [4], Conner-Floyd [1], Milnor [4] and Wall [2].

The index theorem (8.2.2) gives corollaries on the behaviour of the index of an oriented differentiable manifold $V$. For example, let $f: W \rightarrow V$ be a differentiable covering map of degree $n$. Then $p_{i}(W)=f^{*} p_{i}(V)$ and the index theorem implies that $\tau(W)=n \tau(V)$. Does this result remain true if $V, W$ are (non-differentiable) topological manifolds? Let $E, B, F$ be compact connected oriented manifolds (not necessarily differentiable). Let $E \rightarrow B$ be a fibre bundle with typical fibre $F$ for which the fundamental group $\pi_{1}(B)$ acts trivially on the cohomology ring $H^{*}(F, \mathbf{R})$. Then there is a direct topological proof that $\tau(E)=\tau(B) \tau(F)$ (Chern-Hirze-bruch-Serre [1]). Examples of Atiyah [12] show that for a general fibre bundle $\tau(E) \neq \tau(B) \tau(F)$.

The index theorem implies that the $L$-genus of an oriented differentiable manifold $M$ depends only on the oriented homotopy type of $M$. According to Kahn [1] the $L$-genus is, up to a rational multiple, the only rational linear combination of Pontrjagin numbers that is an oriented homotopy type invariant. Far reaching generalizations of the index theorem (applying to differential operators and to finite groups acting on manifolds) have been obtained by Atiyah and Singer. These are discussed in the appendix ( $\$ 25$ ).

## Chapter Three

## The Todd genus

In this chapter $M_{n}$ will be compact, differentiable of class $C^{\infty}$ and, in addition, almost complex. The tangent $\mathbf{G L}(n, \mathbf{C})$-bundle of $M_{n}$ (see 4.6) is denoted by $\theta\left(M_{n}\right)$. We investigate the "genus" associated with the $m$-sequence $\left\{T_{j}\left(c_{1}, \ldots, c_{j}\right)\right\}$ of 1.7 as well as the "generalised genus" associated with the $m$-sequence $\left\{T_{j}\left(y ; c_{1}, \ldots, c_{j}\right)\right\}$ of 1.8 .

## § 10. Definition of the Todd genus

10.1. Let $X$ be an admissible space (see 4.2) and let $\boldsymbol{\xi}$ be a continuous $\mathbf{G L}(q, \mathbf{C})$-bundle over $X$ with Chern classes $c_{i} \in H^{\mathbf{2 i}}(X, \mathbf{Z})$. The (total) Todd class of $\boldsymbol{\xi}$ is defined by

$$
\begin{equation*}
\operatorname{td}(\xi)=\sum_{i=0}^{\infty} T_{i}\left(c_{1}, \ldots, c_{j}\right) \tag{1}
\end{equation*}
$$

where $\left\{T_{j}\left(c_{1}, \ldots, c_{j}\right)\right\}$ is the $m$-sequence of 1.7 . If $\xi^{\prime}$ is a continuous $\mathbf{G L}\left(q^{\prime}, \mathbf{C}\right)$-bundle over $X$ then, by 1.2, the Todd class satisfies

$$
\begin{equation*}
\operatorname{td}\left(\xi \oplus \xi^{\prime}\right)=\operatorname{td}(\xi) \operatorname{td}\left(\xi^{\prime}\right) \tag{2}
\end{equation*}
$$

If $q=1$ and $c_{1}(\xi)=d \in H^{2}(X, Z)$ then

$$
\operatorname{td}(\xi)=\frac{d}{1-e^{-d}} .
$$

Note that $\operatorname{td}(\xi)$ is a series starting with 1 and therefore, since $X$ is finite dimensional, the inverse $(\operatorname{td}(\xi))^{-1}$ exists. The total Todd class can also be defined by means of a formal factorisation: if

$$
\sum_{j=0}^{q} c_{j} x^{j}=\prod_{i=1}^{q}\left(1+\gamma_{i} x\right) \text { then } \operatorname{td}(\xi)=\prod_{i=1}^{q} \frac{\gamma_{i}}{1-e^{-\gamma_{i}}} .
$$

In a similar way the (total) CHERN character of $\boldsymbol{\xi}$ is defined by

$$
\begin{equation*}
\operatorname{ch}(\xi)=\sum_{i=1}^{q} e^{v_{i}} . \tag{3}
\end{equation*}
$$

By 4.4.3 the Chern character satisfies

$$
\begin{align*}
& \operatorname{ch}\left(\xi \oplus \xi^{\prime}\right)=\operatorname{ch}(\xi)+\operatorname{ch}\left(\xi^{\prime}\right), \\
& \operatorname{ch}\left(\xi \otimes \xi^{\prime}\right)=\operatorname{ch}(\xi) \operatorname{ch}\left(\xi^{\prime}\right) . \tag{4}
\end{align*}
$$

If $q=1$ and $c_{1}(\xi)=d \in H^{2}(X, Z)$ then $\operatorname{ch}(\xi)=e^{d}$.

In general $\operatorname{ch}(\xi)=q+\sum_{k=1}^{\infty} \operatorname{ch}_{k}(\xi)$ where

$$
\operatorname{ch}_{k}(\xi)=\frac{s_{k}}{k!} \in H^{2 k}(X, Z) \otimes \mathbb{Q} \quad \text { and } \quad s_{k}=\sum_{i=1}^{q} \gamma_{i}^{k} \quad(k \geqq 1) .
$$

The symmetric functions $s_{k}$ and $c_{i}$ are related by Newton formulae [compare 1.4 (10)]

$$
s_{k}-c_{1} s_{k-1}+\cdots+(-1)^{k} c_{k} k=0 \quad(k \geqq 1) .
$$

The Chern character is related to the Todd class td by
Theorem 10.1.1. Let $\boldsymbol{\xi}$ be a continuous $\mathbf{G L}(q, \mathbf{C})$-bundle over an admissible space $X$. Then

$$
\sum_{r=0}^{q}(-1)^{r} \operatorname{ch} \lambda^{r} \xi^{*}=(\operatorname{td}(\xi))^{-1} c_{q}(\xi)
$$

Proof: If $\sum_{j=0}^{q} c_{j}(\xi) x^{j}=\prod_{i=1}^{q}\left(1+\gamma_{i} x\right)$ then by 4.4.3

$$
\operatorname{ch} \lambda^{r} \xi^{*}=\sum e^{-\left(\gamma_{t_{2}}+\cdots+\gamma_{r}\right)}
$$

where the sum is over all combinations $i_{1}, \ldots, i_{r}$ with $1 \leqq i_{1}<\cdots<$ $<i_{r} \leqq q$. Therefore

$$
\begin{aligned}
\sum_{r=0}^{q}(-1)^{r} \operatorname{ch} \lambda^{r} \xi^{*} & =\prod_{i=1}^{q}\left(1-e^{-\gamma_{i}}\right) \\
& =\left(\gamma_{1} \ldots \gamma_{q}\right) \prod_{i=1}^{q} \frac{1-e^{-\gamma_{i}}}{\gamma_{i}} \\
& =(\operatorname{td}(\xi))^{-1} c_{q}(\xi) .
\end{aligned}
$$

10.2. Let $M_{n}$ be an almost complex manifold (4.6). The almost complex structure defines a particular orientation of $M_{n}$. If $u \in H^{*}\left(M_{n}\right)$ and $u^{(2 n)}$ is the $2 n$-dimensional component of $u$ we write $x_{n}(u)=u^{(2 n)}\left[M_{n}\right]$. Let $c_{i} \in H^{2 i}\left(M_{n}, Z\right)$ be the Chern classes of $\theta\left(M_{n}\right)$. Every product $c_{j_{1}} c_{j_{2}} \ldots j_{j_{r}}$ of weight $n=j_{1}+j_{2}+\cdots+j_{r}$ defines an integer $c_{j_{1}} c_{j_{2}} \ldots c_{j_{r}}\left[M_{n}\right]$. If $\pi(n)$ is the number of distinct partitions of $n$ there are $\pi(n)$ such integers; they are called the Chern numbers of $M_{n}$. For example (Theorem 4.10.1) the CHERN number $c_{n}\left[M_{n}\right]$ is precisely the Euler-Poincart characteristic of $M_{n}$. Consider the ring $\mathfrak{B}=B\left[c_{1}, c_{2}, \ldots\right]$ of 1.1 (see also 1.3). As in 5.1, each element $b \in \mathfrak{B}_{n}$ determines an element $b\left[M_{n}\right] \in B$.

The cartesian product $V_{n} \times W_{m}$ of two almost complex manifolds is almost complex in a natural way: the tangent $\mathbf{G} \mathbf{L}(\boldsymbol{n}+m, \mathbf{C})$-bundle of the product is the Whitney sum $f^{*}\left(\theta\left(V_{n}\right)\right) \oplus g^{*}\left(\theta\left(W_{m}\right)\right)$ where $f: V_{n} \times W_{m} \rightarrow V_{n}$ and $g: V_{n} \times W_{m} \rightarrow W_{m}$ are projection maps. As in 5.2 we have

Lemma 10.2.1. Let $\left\{K_{j}\left(c_{1}, \ldots, c_{j}\right)\right\}$ be an $m$-sequence $\left(K_{j} \in \mathfrak{B}_{j}\right.$, as in 1.2, 1.3). Then

$$
K_{n+m}\left[V_{n} \times W_{m}\right]=K_{n}\left[V_{n}\right] \cdot K_{m}\left[W_{m}\right]
$$

$K_{n}\left[M_{n}\right]$ is called the $K$-genus of $M_{n}$. Now consider the $m$-sequences

$$
\left\{T_{j}\left(c_{1}, \ldots, c_{j}\right)\right\}, \quad\left\{T_{j}\left(y ; c_{1}, \ldots, c_{j}\right)\right\}
$$

defined in 1.7, 1.8 and associated to the power series

$$
Q(x)=\frac{x}{1-\exp (-x)}, \quad Q(y ; x)=\frac{x(y+1)}{1-\exp (-x(y+1))}-x y .
$$

The rational number $T_{n}\left[M_{n}\right]$ is called the Todd genus (or $T$-genus) of $M_{n}$ and written $T\left(M_{n}\right)$. Thus

$$
T\left(M_{n}\right)=x_{n}\left[\operatorname{td}\left(\theta\left(M_{n}\right)\right)\right]
$$

By $1.8, T_{n}\left(y ; c_{1}, \ldots, c_{n}\right)\left[M_{n}\right]$ is a polynomial of degree $n$ in $y$ with rational coefficients. It can therefore be written in the form

$$
T_{y}\left(M_{n}\right)=\sum_{p=0}^{n} T^{p}\left(M_{n}\right) y^{p}
$$

The polynomial $T_{y}\left(M_{n}\right)$ is called the generalised Todd genus (or $T_{y^{-}}$ genus) of $M_{n}$. By definition, $T_{0}\left(M_{n}\right)=T^{0}\left(M_{n}\right)=T\left(M_{n}\right)$.

Lemma 10.2.1 implies that $T_{y}\left(V_{n} \times W_{m}\right)=T_{y}\left(V_{n}\right) T_{y}\left(W_{m}\right)$ and in particular that $T\left(V_{n} \times W_{m}\right)=T\left(V_{n}\right) T\left(W_{m}\right)$. By $1.8(13)$ the rational numbers $T^{p}\left(M_{n}\right)$ satisfy the "duality formula"

$$
T^{p}\left(M_{n}\right)=(-1)^{n} T^{n-p}\left(M_{n}\right)
$$

By 1.8 (16), together with Theorem 8.2.2,

$$
\begin{array}{ll}
T_{-1}\left(M_{n}\right)=\sum_{p=0}^{n}(-1)^{p} T^{p}\left(M_{n}\right) & =c_{n}\left[M_{n}\right] \\
T_{1}\left(M_{n}\right)=\sum_{p=0}^{n} T^{p}\left(M_{n}\right) & =\tau\left(M_{n}\right) \tag{6}
\end{array}
$$

Thus $T_{-1}\left(M_{n}\right)$ is the Euler-Poincaré characteristic of $M_{n}$ while $T_{1}\left(M_{n}\right)$ is the index of $M_{n}$ [notice that the above "duality formula" shows that $T_{1}\left(M_{n}\right)=0$ for $n$ odd].
10.3. The (total) Chern class of the complex projective space $\mathbf{P}_{\boldsymbol{n}}(\mathbf{C})$ is $\left(1+h_{n}\right)^{n+1}$ by Theorem 4.10.2. Lemma 1.7.1 and Lemma 1.8.1 therefore imply

Theorem 10.3.1. The T-genus is the only genus associated to an $m$-sequence with rational coefficients which takes the value 1 on every complex projective space $\mathbf{P}_{n}(\mathbf{C})$. The $T_{y}$-genus is the only one associated to an $m$-sequence with coefficients in $\mathbf{Q}[y]$ which takes the value $1-y+$ $+y^{2}-\cdots+(-1)^{n} y^{n}$ on $\mathbf{P}_{n}(\mathrm{C})$.

## § 11. The virtual generalised Todd genus

11.1. Let $V_{n-k}$ be a (compact) almost complex submanifold of the almost complex manifold $M_{n}$ and $j: V_{n-k} \rightarrow M_{n}$ the embedding. By 4.9 there is a normal $\mathbf{G L}(k, \mathbf{C})$-bundle $\nu$ over $V_{n-k}$ such that $j^{*} \theta\left(M_{n}\right)$ $=\theta\left(V_{n-k}\right) \oplus \nu$. By 4.4.3, II $)$

$$
j^{*} c\left(M_{n}\right)=c\left(V_{n-k}\right) c(v) .
$$

Consider the special case $k=1$. Theorem 4.8.1 gives $c(v)=1+j^{*} v$ where $v \in H^{\mathbf{2}}\left(M_{n} ; Z\right)$ is the cohomology class determined by the fundamental class of the oriented submanifold $V_{n-1}$. Therefore

$$
\begin{align*}
& 1+c_{1}\left(V_{n-1}\right)+c_{2}\left(V_{n-1}\right)+\cdots \\
& \quad=j^{*}\left[\left(1+c_{1}\left(M_{n}\right)+c_{2}\left(M_{n}\right)+\cdots\right)(1+v)^{-1}\right] . \tag{1}
\end{align*}
$$

It is now possible to calculate the $T_{y}$-genus of $V_{n-1}$. This genus is associated with the power series $Q(y ; x)=\frac{x}{R(y ; x)}$ where

$$
\begin{gather*}
R(y ; x)=\frac{e^{x(y+1)}-1}{e^{x(y+1)}+y}  \tag{2}\\
R(1 ; x)=\tanh x, R(-1 ; x)=x(1+x)^{-1}, R(0 ; x)=1-e^{-x} .
\end{gather*}
$$

Then (1) implies
$\sum_{i=0}^{\infty} T_{i}\left(y ; c_{1}\left(V_{n-1}\right), \ldots, c_{i}\left(V_{n-1}\right)\right)=j^{*}\left(\frac{R(y ; v)}{v} \sum_{i=0}^{\infty} T_{i}\left(y ; c_{1}\left(M_{n}\right), \ldots\right)\right)$
and hence, as in 9.2,

$$
\begin{equation*}
T_{y}\left(V_{n-1}\right)=x_{n}\left[R(y ; v) \sum_{j=0}^{\infty} T_{j}\left(y ; c_{1}\left(M_{n}\right), \ldots, c_{j}\left(M_{n}\right)\right)\right] \tag{4}
\end{equation*}
$$

In the case $y=1$ formula (4) is [in view of 1.8 (16)] exactly 9.2 (4). In the case $y=-1$ it gives a formula for the Euler-Poincare characteristic $E\left(V_{n-1}\right)=c_{n-1}\left(V_{n-1}\right)\left[V_{n-1}\right]$ :

$$
\begin{equation*}
(-1)^{n-1} E\left(V_{n-1}\right)=\sum_{i=0}^{n-1}(-1)^{i} v^{n-i} c_{i}\left(M_{n}\right)\left[M_{n}\right] \tag{5}
\end{equation*}
$$

Formula (5) can naturally be obtained directly from (1). In the case $y=0$ we have

$$
\begin{equation*}
T\left(V_{n-1}\right)=\varkappa_{n}\left[\left(1-e^{-v}\right) \operatorname{td}\left(\theta\left(M_{n}\right)\right)\right] \tag{6}
\end{equation*}
$$

11.2. We now come to the definition of the virtual $T_{y}$-genus. For $v_{1}, \ldots, v_{r} \in H^{2}\left(M_{n}, Z\right)$ let
$T_{y}\left(v_{1}, \ldots, v_{r}\right)_{M}=x_{n}\left[R\left(y ; v_{1}\right) \ldots R\left(y ; v_{r}\right) \sum_{j=0}^{\infty} T_{j}\left(y ; c_{1}\left(M_{n}\right), \ldots\right)\right]$.
Here the subscript $M$ denotes the manifold in which the virtual genus is
defined; in subsequent paragraphs this subscript will be omitted if it is clear from the context which manifold is meant.

By 1.8, $T_{y}\left(v_{1}, \ldots, v_{r}\right)_{M}$ is a polynomial of degree $n-r$ in $y$ with rational coefficients. $T_{y}\left(v_{1}, \ldots, v_{n}\right)_{M}=0$ for $r>n$ because $R(y ; x)$ is divisible by $x$. For $r=n, T_{y}\left(v_{1}, \ldots, v_{n}\right)_{M}=v_{1} v_{2} \ldots v_{n}\left[M_{n}\right]$. We call $T_{y}\left(v_{1}, \ldots, v_{r}\right)_{M}$ the (virtual) $T_{y}$-genus of the $r$-ple $\left(v_{1}, \ldots, v_{r}\right)$. It is independent of the ordering $v_{1}, \ldots, v_{r}$. An unordered $r$-ple of elements of $H^{2}\left(M_{n}, \mathbf{Z}\right)$ is also called a virtual almost complex ( $n-r$ )-dimensional submanifold of $M_{n}$. We write

$$
\begin{equation*}
T_{y}\left(v_{1}, \ldots, v_{r}\right)_{M}=\sum_{p=0}^{n-\gamma} T^{p}\left(v_{1}, \ldots, v_{r}\right)_{M} y^{p} \tag{8a}
\end{equation*}
$$

The rational number

$$
\begin{equation*}
T\left(v_{1}, \ldots, v_{r}\right)_{M}=T_{0}\left(v_{1}, \ldots, v_{r}\right)_{M}=T^{0}\left(v_{1}, \ldots, v_{r}\right)_{M} \tag{8b}
\end{equation*}
$$

is called the virtual Todd genus of the virtual submanifold ( $v_{1}, \ldots, v_{r}$ ). The duality formula

$$
\begin{equation*}
T^{p}\left(v_{1}, \ldots, v_{r}\right)_{M}=(-1)^{n-r} T^{n-r-p}\left(v_{1}, \ldots, v_{\tau}\right)_{M} \tag{9}
\end{equation*}
$$

holds, and Formula 11.1 (3) implies immediately
Theorem 11.2.1. Let $V_{n-1}$ be an almost complex submanifold of $M_{n}$, $v \in H^{2}\left(M_{n}, \mathbf{Z}\right)$ the cohomology class determined by $V_{n-1}$ and $j: V_{n-1} \rightarrow M_{n}$ the embedding. Let $v_{2}, \ldots, v_{r} \in H^{2}\left(M_{n}, \mathbf{Z}\right)$. Then $T_{y}\left(j^{*} v_{2}, \ldots, j^{*} v_{r}\right)$ V $=T_{y}\left(v, v_{2}, \ldots, v_{r}\right)_{M}$. In particular

$$
T_{y}\left(V_{n-1}\right)=T_{y}(v)_{M}
$$

11.3. The functional equation of the index [9.3 (6)] is a special case of a functional equation satisfied by the virtual $T_{y}$-genus. If $a, y$ are indeterminates and $R(x)=\frac{e^{a x}-1}{e^{a x}+y}$ then
$R(u+v)=R(u)+R(v)+(y-1) R(u) R(v)-y R(u) R(v) R(u+v)$.
The substitution $a=1+y$ then yields a functional equation for $R(y ; x)$. For $y=1$ this is the functional equation of $\tanh x$, for $y=0$ the functional equation of $1-e^{-x}$, and for $y=-1$ the functional equation of $x(1+x)^{-1}$. As a corollary we have

Theorem 11.3.1. The virtual $T_{y}$-genus satisfies the functional equation

$$
\begin{aligned}
& T_{y}\left(v_{1}, \ldots, v_{r}, u+v\right)=T_{y}\left(v_{1}, \ldots, v_{r}, u\right)+T_{y}\left(v_{1}, \ldots, v_{r}, v\right)+ \\
& \quad+(y-1) T_{y}\left(v_{1}, \ldots, v_{r}, u, v\right)-y T_{y}\left(v_{1}, \ldots, v_{r}, u, v, u+v\right)
\end{aligned}
$$

where $v_{1}, \ldots, v_{r}, u, v$ are elements of $H^{2}\left(M_{n}, Z\right)$. In the special case $r=0$ the equation becomes

$$
T_{y}(u+v)=T_{y}(u)+T_{y}(v)-(y-1) T_{y}(u, v)-y T_{y}(u, v, u+v) .
$$

For $y=1$ this implies that the virtual index satisfies

$$
\tau(u+v)=\tau(u)+\tau(v)-\tau(u, v, u+v)
$$

for $y=0$ the virtual Todd genus satisfies

$$
T(u+v)=T(u)+T(v)-T(u, v),
$$

and for $y=-1$ the virtual Euler-Poincare characteristic satisfies

$$
T_{-1}(u+v)=T_{-1}(u)+T_{-1}(v)-2 T_{-1}(u, v)+T_{-1}(u, v, u+v)
$$

## §12. The T-characteristic of a GL $(q, C)$-bundle

12.1. Let $\boldsymbol{\xi}$ be a continuous $\mathbf{G L}(q, \mathbf{C})$-bundle over $M_{n}$. Any differentiable, or complex analytic, $\mathbf{G L}(q, \mathbf{C})$-bundle over $M_{n}$ can also be regarded as a continuous $\mathbf{G L}(q, \mathbf{C})$-bundle so that the results of this paragraph apply, in particular, to these cases. Let

$$
\begin{equation*}
c\left(M_{n}\right)=\sum_{i=0}^{n} c_{i}, \quad c(\xi)=\sum_{i=0}^{q} d_{i} \tag{1}
\end{equation*}
$$

where $c_{i}, d_{i} \in H^{2 i}\left(M_{n}, Z\right)$ and $c_{0}=d_{0}=1$.
The Todd class of $\theta\left(M_{n}\right)$ and the Chern character of $\xi$ (see 10.1) are used to define the rational number

$$
\begin{equation*}
T\left(M_{n}, \xi\right)=x_{n}\left[\operatorname{ch}(\xi) \operatorname{td}\left(\theta\left(M_{n}\right)\right)\right] . \tag{2}
\end{equation*}
$$

$T\left(M_{n}, \xi\right)$ is called the $T$-characteristic of the $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle $\boldsymbol{\xi}$ over $M_{n}$. In the special case where $\boldsymbol{\xi}$ is a $\mathbf{C}^{*}$-bundle with Chern class $1+d$, $d \in H^{2}\left(M_{n}, Z\right)$, equation (2) becomes

$$
\begin{equation*}
T\left(M_{n}, \xi\right)=x_{n}\left[e^{d} \operatorname{td}\left(\theta\left(M_{n}\right)\right)\right] \tag{3}
\end{equation*}
$$

Now the $C^{*}$-bundles over $M_{n}$ are in one-one correspondence with elements $d$ of $H^{2}\left(M_{n}, Z\right)$ by 3.8 and Theorem 4.3.1. Therefore we may write $T\left(M_{n}, d\right)$ for $T\left(M_{n}, \xi\right)$ in (3). The definitions imply

$$
\begin{equation*}
T(M, d)=T(M)-T(-d)_{M} \tag{4}
\end{equation*}
$$

If $\boldsymbol{\xi}$ is a $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle and $\boldsymbol{\xi}^{\prime}$ is a $\mathbf{G} \mathbf{L}\left(q^{\prime}, \mathbf{C}\right)$-bundle over $M_{\boldsymbol{n}}$ then the first equation of 10.1 (4) gives

$$
\begin{equation*}
T\left(M_{n}, \xi \oplus \xi^{\prime}\right)=T\left(M_{n}, \xi\right)+T\left(M_{n}, \xi^{\prime}\right) \tag{5}
\end{equation*}
$$

If $\boldsymbol{\xi}$ is a $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle over $V_{\boldsymbol{n}}$ and $\boldsymbol{\eta}$ is a $\mathbf{G} \mathbf{L}(r, \mathbf{C})$-bundle over $W_{m}$ then 10.1 (2) and 10.1 (4) give

$$
\begin{equation*}
T\left(V_{n} \times W_{m}, f^{*}(\xi) \otimes g^{*}(\eta)\right)=T\left(V_{n}, \xi\right) T\left(W_{m}, \eta\right), \tag{6}
\end{equation*}
$$

where $f$ and $g$ are projection maps as in 5.2.
12.2. In order to extend the results of $\mathbf{1 2 . 1}$ to apply to a $T_{y}$-characteristic $T_{y}\left(M_{n}, \xi\right)$ it is necessary to consider the dual tangent $\mathbf{G L}(n, C)$ bundle $\theta^{*}=\theta\left(M_{n}\right)^{*}$ of $M_{n}$. Let $\lambda^{p}\left(\theta^{*}\right)$ be the $p$-th exterior product (3.6) of $\theta^{*}$. Consider the formal factorisations [see 12.1 (1)]

$$
\sum_{i=0}^{n} c_{j} x^{j}=\prod_{i=1}^{n}\left(1+\gamma_{i} x\right) \quad \text { and } \quad \sum_{i=0}^{q} d_{j} x^{j}=\prod_{i=1}^{q}\left(1+\delta_{i} x\right) .
$$

Then the Chern classes of $\theta^{*}$ are the elementary symmetric functions in the $-\gamma_{i}$ and, by 4.4.3, the ChERN classes of $\lambda^{p}\left(\theta^{*}\right)$ are the elementary symmetric functions in the formal roots $-\left(\gamma_{i_{1}}+\gamma_{i_{2}}+\cdots+\gamma_{i_{9}}\right)$. Then 1.8 (15) implies that

$$
\begin{equation*}
T\left(M_{n}, \lambda^{p}\left(\theta^{*}\right)\right)=T^{p}\left(M_{n}\right) . \tag{7}
\end{equation*}
$$

Now consider the tensor product $\lambda^{p}\left(\theta^{*}\right) \otimes \xi$. We denote the rational number $T\left(M_{n}, \lambda^{p}\left(\theta^{*}\right) \otimes \xi\right)$ also by $T^{p}\left(M_{n}, \xi\right)$ and define

$$
\begin{equation*}
T_{y}\left(M_{n}, \xi\right)=\sum_{p=0}^{n} T^{p}\left(M_{n}, \xi\right) y^{p} . \tag{8}
\end{equation*}
$$

Equations (2) and 10.1 (4) imply that

$$
\begin{equation*}
T^{p}\left(M_{n}, \xi\right)=x_{n}\left[\operatorname{ch}(\xi) \operatorname{ch}\left(\lambda^{p}\left(\theta^{*}\right)\right) \operatorname{td}\left(\theta\left(M_{n}\right)\right)\right] . \tag{9}
\end{equation*}
$$

A trivial generalisation of the argument used to prove 1.8 (15) gives

$$
\begin{equation*}
T_{y}\left(M_{n}, \xi\right)=x_{n}\left[\left(\sum_{i=1}^{q} e^{(1+y) \delta_{i}}\right)\left(\sum_{j=0}^{n} T_{j}\left(y ; c_{1}, \ldots, c_{j}\right)\right)\right] . \tag{10}
\end{equation*}
$$

Notice that, if $y=-1$, the number $T_{-1}\left(M_{n}, \xi\right)$ does not depend on the Chern classes of $\xi$ but only on the rank $q$ of $\xi$. In this case $T_{-1}\left(M_{n}, \xi\right)$ $=q E\left(M_{n}\right)$ where $E\left(M_{n}\right)$ is the Euler-Poincare characteristic of $M_{n}$.

Substituting $\frac{1}{y}$ for $y$ in (10) and multiplying both sides of the equation by $(-y)^{n}$, we can rewrite the right hand side of (10) as

$$
x_{n}\left[\left(\sum_{i=1}^{q} e^{-(1+y) \delta_{i}}\right)\left(\sum_{j=0}^{n} T_{j}\left(y ; c_{1}, \ldots, c_{j}\right)\right)\right]
$$

and obtain, applying Theorem 4.4.3, the duality formula

$$
y^{n} T_{\frac{1}{y}}\left(M_{n}, \xi\right)=(-1)^{n} T_{y}\left(M_{n}, \xi^{*}\right) .
$$

Therefore

$$
\begin{equation*}
T^{p}\left(M_{n}, \xi\right)=(-1)^{n} T^{n-p}\left(M_{n}, \xi^{*}\right) \tag{11}
\end{equation*}
$$

and, in particular, when $p=0$

$$
\begin{equation*}
T\left(M_{n}, \xi\right)=(-1)^{n} T\left(M_{n}, \lambda^{n}\left(\theta^{*}\right) \otimes \xi^{*}\right) . \tag{12}
\end{equation*}
$$

In fact it is possible to deduce (11) from (12): replace $\boldsymbol{\xi}$ by $\boldsymbol{\xi} \otimes \lambda^{\otimes}\left(\theta^{*}\right)$ in (12) and recall that, by Theorem 3.6.1, $\lambda^{n}\left(\theta^{*}\right) \otimes\left(\xi \otimes \lambda^{p}\left(\theta^{*}\right)\right)^{*}$ $=\xi^{*} \otimes \lambda^{n}\left(\theta^{*}\right) \otimes \lambda^{p}(\theta)=\xi^{*} \otimes \lambda^{n-p}\left(\theta^{*}\right)$.

The bundle $\lambda^{n}\left(\theta^{*}\right)$ is a $C^{*}$-bundle, and is called the canonical $C^{*}$ bundle over $M_{n}$. By Theorem 4.4.3 it has (total) Chern class $1-c_{1}\left(M_{n}\right)$.

Let $\operatorname{ch}_{(y)}(\xi) \in H^{*}\left(M_{n}, \mathbf{Z}\right) \otimes \mathbf{Q}[y]$ be defined by the equation

$$
\operatorname{ch}_{(y)}(\xi)=e^{(1+y) \delta_{1}}+\cdots+e^{(1+y) \delta_{e}}
$$

where the Chern classes of $\boldsymbol{\xi}$ are the elementary symmetric functions in $\delta_{1}, \ldots, \delta_{a}$. Then, as in 10.1 (4),
$\operatorname{ch}_{(y)}\left(\xi \oplus \xi^{\prime}\right)=\operatorname{ch}_{(y)}(\xi)+\operatorname{ch}_{(y)}\left(\xi^{\prime}\right)$ and $\operatorname{ch}_{(y)}\left(\xi \otimes \xi^{\prime}\right)=\operatorname{ch}_{(y)}(\xi) \operatorname{ch}_{(y)}\left(\xi^{\prime}\right)$. These equations imply that

$$
\begin{equation*}
T_{y}\left(M_{n}, \xi \oplus \xi^{\prime}\right)=T_{y}\left(M_{n}, \xi\right)+T_{y}\left(M_{n}, \xi^{\prime}\right) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{y}\left(V_{n} \times W_{m}, f^{*}(\xi) \otimes g^{*}(\eta)\right)=T_{y}\left(V_{n}, \xi\right) T_{y}\left(W_{m}, \eta\right) \tag{14}
\end{equation*}
$$

In equations (13) and (14) we use again without comment the notations of equations (5) and (6) of $\mathbf{1 2 . 1}$.
12.3. Let $\boldsymbol{\xi}$ be a $\mathbf{G L}(q, \mathrm{C})$-bundle over $M_{n}$. If $v_{1}, \ldots, v_{r}$ are elements of $H^{2}\left(M_{n}, Z\right)$ then the virtual $T_{y}$-characteristic of $\xi$ with respect to the "virtual submanifold" ( $v_{1}, \ldots, v_{r}$ ) can be defined by the following generalisation of 11.2 (7):

$$
\begin{equation*}
T_{y}\left(v_{1}, \ldots, v_{r} \mid, \xi\right)_{M}=x_{n}\left[\operatorname{ch}_{(y)}(\xi) \prod_{i=1}^{\eta} R\left(y ; v_{i}\right) \sum_{j=0}^{\infty} T_{j}\left(y ; c_{1}\left(M_{n}\right), \ldots\right)\right] \tag{15}
\end{equation*}
$$

As in 11.1, the subscript $M$ will be dropped if it is clear which manifold is meant. If $\boldsymbol{\xi}$ is the trivial $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle then $T_{y}\left(v_{1}, \ldots, v_{r} \mid, \boldsymbol{\xi}\right)$ $=q T_{y}\left(v_{1}, \ldots, v_{r}\right)$. Naturally we write, when $y=0$,

$$
T_{0}\left(v_{1}, \ldots, v_{r} \mid, \xi\right)=T\left(v_{1}, \ldots, v_{r} \mid, \xi\right)
$$

and call $T\left(v_{1}, \ldots, v_{r} \mid, \xi\right)$ the virtual $T$-characteristic. As a generalisation of Theorem 11.2.1 we have

Theorem 12.3.1. Let $V_{n-1}$ be an almost complex submanifold of $M_{n}$, $v \in H^{\mathbf{2}}\left(M_{n}, \mathrm{Z}\right)$ the cohomology class determined by $V_{n-1}$ and $j: V_{n-1} \rightarrow M_{n}$ the embedding. Let $v_{2}, \ldots, v_{r} \in H^{2}\left(M_{n}, \mathrm{Z}\right)$ and let $\xi$ be a $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle over $M_{n}$. Then

$$
T_{y}\left(j^{*} v_{2}, \ldots, j^{*} v_{r} \mid, j^{*} \xi\right)_{V}=T_{y}\left(v, v_{2}, \ldots, v_{r} \mid, \xi\right)_{M}
$$

## In particular

$$
T_{y}\left(V_{n-1}, j^{*} \xi\right)=T_{y}(v \mid, \xi)_{M}
$$

The functional equation of Theorem 11.3.1 can also be extended to apply to the virtual $T$-characteristic.

Theorem 12.3.2. Let $\boldsymbol{\xi}$ be a $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle over $M_{n}$. The virtual $T_{y}$-characteristic of $\boldsymbol{\xi}$ satisfies the functional equation

$$
\begin{aligned}
& T_{y}\left(v_{1}, \ldots, v_{r}, u+v \mid, \xi\right)_{M}=T_{y}\left(v_{1}, \ldots, v_{r}, u \mid, \xi\right)_{M}+ \\
& \quad+T_{y}\left(v_{1}, \ldots, v_{r}, v \mid, \xi\right)_{M}+(y-1) T_{y}\left(v_{1}, \ldots, v_{r}, u, v \mid, \xi\right)_{M}- \\
& \quad-y T_{y}\left(v_{1}, \ldots, v_{r}, u, v, u+v \mid, \xi\right)_{M}
\end{aligned}
$$

where $v_{1}, \ldots, v_{r}, u, v$ are elements of $H^{2}\left(M_{n}, \mathbf{Z}\right)$.
The proof uses the functional equation 11.3 (10) and the remark that the expression inside the square brackets [ ] of (15), $x_{n}$ of which is the $T_{y}$-characteristic, always contains the factor $\mathrm{ch}_{(y)}(\xi)$.
$T_{y}\left(v_{1}, \ldots, v_{r} \mid, \xi\right)_{M}$ is a polynomial of degree $n-r$ in $y$ with rational coefficients. It is identically zero for $r>n$. If $r=n$ then

$$
T_{y}\left(v_{1}, \ldots, v_{n} \mid, \xi\right)_{M}=q \cdot\left(v_{1} \ldots v_{n}\left[M_{n}\right]\right) .
$$

The duality formula, in the case of "virtual submanifolds", becomes

$$
\begin{equation*}
y^{n-r} T_{\frac{1}{y}}\left(v_{1}, \ldots, v_{r} \mid, \xi\right)_{M}=(-1)^{n-r} T_{y}\left(v_{1}, \ldots, v_{r} \mid, \xi^{*}\right)_{M} . \tag{16}
\end{equation*}
$$

Theorem 12.3.3. Let $\eta$ be a C*-bundle over $M_{n}$ with total Chern class $1+v, v \in H^{2}\left(M^{n}, Z\right)$ and let $\xi$ be a $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle over $M_{n}$. Let $v_{1}, \ldots, v_{r}$ be elements of $H^{2}\left(M^{n}, \mathbf{Z}\right)$. Then

$$
\begin{aligned}
T_{y}\left(v_{1}, \ldots, v_{r} \mid, \xi\right)_{M}= & T_{y}\left(v_{1}, \ldots, v_{r}, v \mid, \xi\right)_{M}+T_{y}\left(v_{1}, \ldots, v_{r} \mid, \xi \otimes \eta^{-1}\right)_{M}+ \\
& +y T_{y}\left(v_{1}, \ldots, v_{r}, v \mid, \xi \otimes \eta^{-1}\right)_{M} .
\end{aligned}
$$

Proof: In formula (15) for the $T_{y}$-characteristic the expression in square brackets [] contains the factor $\sum_{i=0}^{\infty} T_{j}\left(y ; c_{1}\left(M_{n}\right), \ldots\right)$. This factor is the same for each of the four $T_{y}$-characteristics which occur in the equation to be proved. Similarly, each of the four terms contains the factor $\prod_{i=1}^{\eta} R\left(y ; v_{i}\right)$ and, since $\operatorname{ch}_{(y)}\left(\xi \otimes \eta^{-1}\right)=\operatorname{ch}_{(y)}(\xi) \operatorname{ch}_{(y)}(\eta)^{-1}$, the factor $\operatorname{ch}_{(y)}(\xi)$. It is therefore sufficient to prove the equation

$$
1=R(y ; v)+\operatorname{ch}_{(y)}\left(\eta^{-1}\right)+y R(y ; v) \operatorname{ch}_{(y)}\left(\eta^{-1}\right) .
$$

But $\operatorname{ch}_{(y)}\left(\eta^{-1}\right)=e^{-(1+y) v}$ and therefore this equation follows from $11.1(2)$.
Consider the special case of 12.3 .3 in which $r=0$ and $j: V_{n-1} \rightarrow M_{n}$ is the embedding of an almost complex submanifold of $M_{n}$. Let $v \in H^{2}\left(M_{n}, Z\right)$ be the cohomology class determined by $V_{n-1}$ and let $\eta$ be the $C^{*}$-bundle with Chern class $1+v$. Then by Theorem 12.3.1,

$$
\begin{equation*}
T_{y}\left(M_{n}, \xi\right)=T_{y}\left(V_{n-1}, j^{*} \xi\right)+T_{y}\left(M_{n}, \xi \otimes \eta^{-1}\right)+y T_{y}\left(V_{n-1}, j^{*}\left(\xi \otimes \eta^{-1}\right)\right) \tag{17}
\end{equation*}
$$

and, equating coefficients,

$$
\begin{align*}
& T^{p}\left(M_{n}, \xi\right) \\
& \quad=T^{p}\left(V_{n-1}, j^{*} \xi\right)+T^{p}\left(M_{n}, \xi \otimes \eta^{-1}\right)+T^{p-1}\left(V_{n-1}, j^{*}\left(\xi \otimes \eta^{-1}\right)\right) . \tag{18}
\end{align*}
$$

In (18) it is understood that $T^{p}\left(M_{n}, \xi\right)=0$ for $p<0$ and $p>n$, and that $T^{p}\left(V_{n-1}, j^{*} \xi\right)=0$ for $p<0$ and $p>n-1$. Formula (4) of 12.1 is a special case of (18).

## § 13. Split manifolds and splitting methods

13.1. The discussion in this section is valid for continuous, differentiable or complex analytic bundles (cf. 3.1,3.2). It is to be understood in these cases that $X$ is respectively a topological space, differentiable manifold or complex manifold.

Let $\boldsymbol{\xi}$ be a $\mathbf{G L}(\boldsymbol{q}, \mathbf{C})$-bundle over $X$. We consider a principal bundle $L$ over $X$ associated to $\boldsymbol{\xi}$ with $\mathbf{G L}(q, \mathbf{C})$ as fibre and construct the fibre bundle

$$
E=L / \Delta(q, \mathrm{C}) \quad[\text { cf. 3.4. b) and 4.1. a })]
$$

with the flag manifold $\mathbf{F}(q)=\mathbf{G} \mathbf{L}(q, \mathbf{C}) / \Delta(q, \mathbf{C})$ as fibre:

$$
\begin{equation*}
\varphi: E \rightarrow X, \quad \text { fibre } \mathbf{F}(q) \tag{1}
\end{equation*}
$$

The tangent principal bundle of the complex manifold $\mathbf{F}(q)$ will be denoted by $\mathbf{T}(q)$ :

$$
\begin{equation*}
\mathbf{T}(q) \rightarrow \mathbf{F}(q), \quad \text { fibre } \mathbf{G} \mathbf{L}(m, \mathbf{C}) . \tag{2}
\end{equation*}
$$

Here $m=q(q-1) / 2$ is the complex dimension of $F(q)$.
The group $\mathbf{G L}(q, \mathbf{C})$ operates by left translation on $\mathbf{F}(q)$ and hence also in a natural way on $\mathbf{T}(q)$. The method of 3.2.d) therefore allows us to construct, from the action of $\mathbf{G L}(q, \mathbf{C})$ on the cartesian product $L \times \mathbf{T}(q)$, a fibre bundle $\mathcal{E}(q)$ associated to $\boldsymbol{\xi}$ :

$$
\begin{equation*}
\mathcal{E}(q) \rightarrow X, \quad \text { fibre } \mathbf{T}(q) . \tag{3}
\end{equation*}
$$

$\mathbb{E}(q)$ is a principal bundle over $E$ with $\mathbf{G} \mathbf{L}(m, \mathbf{C})$ as fibre. The result is the following commutative diagram in which each arrow is the projection map of a fibre bundle.


Over each point of $X$ the situation is as in (2).
The $\mathbf{G L}(m, C)$-bundle over $E$ which is associated to the principal bundle $\mathcal{E}(q)$ will be denoted by $\xi^{4}$ and called the "bundle along the fibres $\mathbf{F}(q)$ of $E^{\prime \prime}$.

The bundle $\boldsymbol{\varphi}^{*} \boldsymbol{\xi}$ over $E$ admits the group $\boldsymbol{\Delta}(q, \mathrm{C})$ as structure group in a natural way (Theorem 3.4.4). By 4.1.c) this defines an ordered sequence $\xi_{1}, \xi_{2}, \ldots, \xi_{q}$ of $q$ diagonal $C^{*}$-bundles over $E$.

Theorem 13.1.1. In terms of the above notations: The GL( $m, \mathbf{C}$ )bundle $\xi^{\Delta}$ over $E$ admits $\Delta(m, C)$ as structure group in such a way that the $m$ diagonal $\mathrm{C}^{*}$-bundles are the bundles $\boldsymbol{\xi}_{i} \otimes \xi_{j}^{-1}(i>j)$ in the following order: $\boldsymbol{\xi}_{i} \otimes \boldsymbol{\xi}_{j}^{-1}$ is before $\boldsymbol{\xi}_{i^{\prime}} \otimes \boldsymbol{\xi}_{\boldsymbol{j}^{-1}}$ if either $j>j^{\prime}$ or $\left(j=j^{\prime}\right.$ and $\left.i<i^{\prime}\right)$.

The proof will be by induction on $q$. The theorem is trivial for $q=1$.
a) Construct the fibre bundle $\bar{X}=L / \mathbf{G} L(1, q-1 ; \mathbf{C})$. The fibre of $\bar{X}$ is the complex projective space $P_{q-1}(C)$, since by 4.1. a),

$$
\begin{equation*}
\mathfrak{G}(1, q-1 ; \mathbf{C})=\mathbf{P}_{q-1}(\mathbf{C})=\mathbf{G} \mathbf{L}(q, \mathbf{C}) / \mathbf{G} \mathbf{L}(1, q-1 ; \mathbf{C}) . \tag{5}
\end{equation*}
$$

A matrix of $\mathbf{G L}(1, q-1 ; C)$ has the form [see 4.1. a)]

$$
A=\left(\begin{array}{c|c}
a & a_{13}, \ldots, a_{1 \mathrm{e}} \\
\hline 0 & A^{\prime \prime}
\end{array}\right)
$$

The homomorphism $h: \mathbf{G L}(1, q-1 ; \mathbf{C}) \rightarrow \mathbf{G L}(q-1, \mathbf{C})$ which associates to $A \in \mathbf{G L}(1, q-1 ; \mathbf{C})$ the matrix $A^{\prime \prime} \in \mathbf{G} \mathbf{L}(q-1, \mathbf{C})$ maps $\Delta(q, \mathrm{C})$ on to $\boldsymbol{\Delta}(q-1, \mathrm{C})$. Therefore

$$
\begin{equation*}
\mathbf{G} \mathbf{L}(1, q-1 ; \mathbf{C}) / \Delta(q, \mathbf{C})=\mathbf{G} \mathbf{L}(q-1, \mathbf{C}) / \Delta(q-1, \mathbf{C})=\mathbf{F}(q-1) \tag{6}
\end{equation*}
$$

b) Clearly $E$ is a fibre bundle over $\bar{X}$ with

$$
\mathbf{F}(q-1)=\mathbf{G} \mathbf{L}(1, q-1 ; \mathbf{C}) / \Delta(q, \mathbf{C})
$$

as fibre and $\mathbf{G} L(1, q-1 ; C)$ as structure group [cf. 3.2. c)]. Since the kernel of the homomorphism $h: \mathbf{G L}(1, q-1 ; \mathbf{C}) \rightarrow \mathbf{G L}(q-1, \mathbf{C})$ operates trivially on $\mathbf{F}(q-1)$ it follows [cf. (6)] that $E$ admits the group $\mathbf{G L}(q-1, \mathbf{C})$ as structure group in a natural way.

If $X$ is a point then $E=F(q), \bar{X}=\mathbf{P}_{q-1}(\mathbf{C})$. In this case the conclusion is that $\mathbf{F}(q)$ is a fibre bundle over $\mathbf{P}_{q-1}(\mathbf{C})$ with $\mathbf{F}(q-1)$ as fibre and $\mathbf{G L}(q-1, C)$ as structure group:

$$
\begin{equation*}
\pi: \mathbf{F}(q) \rightarrow \mathbf{P}_{q-1}(\mathbf{C}), \quad \text { fibre } \mathbf{F}(q-1) . \tag{7}
\end{equation*}
$$

There is a commutative diagram


Over each point of $X$ the situation is as in (7).
c) The structure group of $\psi^{*} \xi$ can be reduced to $\mathbf{G L}(1, q-1, C)$ in a natural way; let $\eta$ be the resulting $C^{*}$-sub-bundle over $\bar{X}$ and let $\bar{\xi}$ be the $\mathbf{G L}(q-1, \mathbf{C})$-quotient-bundle over $\bar{X}$. The fibre bundles $E$ and $\bar{X}$
over $X$ are both associated to $\xi$, while the fibre bundle $E$ over $\bar{X}$ is associated to $\bar{\xi}$. The bundle $\bar{\varphi}^{*} \bar{\xi}$ over $E$ admits $\Delta(q-1, \mathrm{C})$ as structure group in a natural way. The corresponding diagonal $\mathbf{C}^{*}$-bundles are given by the sequence $\boldsymbol{\xi}_{2}, \boldsymbol{\xi}_{3}, \ldots, \boldsymbol{\xi}_{a}$. Moreover $\bar{\varphi}^{*} \boldsymbol{\eta}=\boldsymbol{\xi}_{1}$.
d) Now consider the principal tangent bundle $\mathbf{T}$ of the complex manifold $\mathbf{P}_{\mathrm{a}-1}(\mathrm{C})$ :

$$
\begin{equation*}
\mathbf{T} \rightarrow \mathbf{P}_{q-1}(\mathbf{C}), \quad \text { fibre } \mathbf{G} \mathbf{L}(q-1, \mathbf{C}) \tag{9}
\end{equation*}
$$

The group $\mathbf{G} \mathbf{L}(q, \mathbf{C})$ operates on $\mathbf{P}_{\boldsymbol{q}-1}(\mathbf{C})$ and hence also in a natural way on $\mathbf{T}$. It can be shown that $\mathbf{G} \mathbf{L}(q, \mathbf{C})$ operates transitively on $\mathbf{T}$; that is, given any two points $y_{1}, y_{2}$ of $T$ there is an element of $\mathbf{G} L(q, C)$ which sends $y_{1}$ to $y_{2}$. Therefore T can be represented as a quotient space $\mathbf{G L}(q, \mathbf{C}) / H$ of $\mathbf{G L}(q, \mathbf{C})$, where $H$ is the subgroup which leaves fixed a given point $y_{0}$ of $\mathbf{T}$. If an element of $\mathbf{G L}(q, \mathbf{C})$ leaves $y_{0}$ fixed then it must also leave fixed the whole fibre of (9) through $y_{0}$. We represent $\mathbf{P}_{\boldsymbol{q}-1}(\mathrm{C})$ as a quotient space by (5) and choose as $y_{0}$ a point which lies in the fibre of (9) over the point of $\mathbf{P}_{q-1}(\mathbf{C})$ corresponding to the coset $\mathbf{G L}(1, q-1 ; \mathbf{C})$. The required group $H$ is then a subgroup of $\mathbf{G L}(1, q-1 ; \mathbf{C})$ and it is now easy to show that $H$ is actually the subgroup of matrices of the form

$$
\left(\begin{array}{c|c}
a & a_{13}, \ldots, a_{1 \mathrm{e}} \\
\hline 0 & a I
\end{array}\right), \quad I=\text { identity matrix. }
$$

$H$ is a normal subgroup of $\mathbf{G} \mathbf{L}(1, q-1 ; \mathrm{C})$, and is the kernel of the homomorphism $\mathbf{G L}(1, q-1 ; \mathbf{C}) \rightarrow \mathbf{G L}(q-1, \mathbf{C})$ which, in the notation of a), maps $A$ to $a^{-1} A^{\prime \prime}$. Now dividing the "numerator and denominator" of (5) by $H$ we obtain

$$
(\mathbf{G} \mathbf{L}(q, \mathbf{C}) / H) /(\mathbf{G} \mathbf{L}(1, q-1 ; \mathbf{C}) / H)=\mathbf{P}_{q-1}(\mathbf{C})
$$

It follows that (9) is identical to the fibre bundle given by

$$
\begin{equation*}
\mathbf{T}=\mathbf{G} \mathbf{L}(q, \mathbf{C}) / H \rightarrow(\mathbf{G} \mathbf{L}(q, \mathbf{C}) / H) /(\mathbf{G} \mathbf{L}(1, q-1 ; \mathbf{C}) / H) \tag{9*}
\end{equation*}
$$

e) From the principal bundle $L$ over $X$ we can construct the space $L / H$. There is a commutative diagram


Over each point of $X$ the situation is as in (9).
$L / H$ is a principal bundle over $\bar{X}$. By c) and d) it is associated to the bundle $\eta^{-1} \otimes \bar{\xi}$ over $\bar{X}$. We call $\eta^{-1} \otimes \bar{\xi}$ the "bundle along the fibres $\mathbf{P}_{q-1}(C)$ of $\bar{X}^{\prime \prime}$ [see (8)].
f) We now carry out construction (1)-(4) for the $\mathbf{G L}(q-1, \mathbf{C})$ bundle $\bar{\xi}$ over $\bar{X}$, marking everything which arises from $\bar{\xi}$ by adding a bar. Thus let $\bar{m}=(q-1)(q-2) / 2$. Then $m=q(q-1) / 2=\bar{m}+$ $+(q-1)$. It is easy to show that the structure group of the $\mathbf{G} \mathbf{L}(m, C)$ bundle $\xi^{4}$ [bundle along the fibres $\mathbf{F}(q)$ of $E$ ] can be reduced to the group $\mathbf{G L}(\bar{m}, q-1 ; \mathbf{C})$ so that $\bar{\xi}^{4}$ [bundle along the fibres $\mathbf{F}(q-1)$ of $E$ ] is the corresponding subbundle and $\bar{\varphi}^{*}\left(\eta^{-1} \otimes \bar{\xi}\right)$ the corresponding quotient bundle. Here $\eta^{-1} \otimes \bar{\xi}$ is the bundle along the fibres $\mathbf{P}_{q-1}(C)$ of $\bar{X}$.

We assume that the theorem is proved for $q-1$. The diagonal $C^{*}$ bundles of $\bar{\varphi}^{*} \bar{\xi}$ are $\xi_{2}, \ldots, \xi_{q}$ in that order. Therefore $\bar{\xi}^{4}$ admits the group $\boldsymbol{\Delta}(\bar{m}, \mathbf{C})$ as structure group in such a way that the diagonal C*-bundles $\xi_{i} \otimes \xi_{j}^{-1}(i>j \geqq 2)$ are in the order given by the statement of the theorem. But

$$
\bar{\varphi}^{*}\left(\eta^{-1} \otimes \bar{\xi}\right)=\xi_{1}^{-1} \otimes \bar{\varphi}^{*} \bar{\xi} .
$$

Therefore $\bar{\varphi}^{*}\left(\eta^{-1} \otimes \bar{\xi}\right)$ admits the group $\Delta(q-1, C)$ as structure group with the diagonal $\mathbf{C}^{*}$-bundles

$$
\xi_{2} \otimes \xi_{1}^{-1}, \ldots, \xi_{q} \otimes \xi_{1}^{-1}
$$

This completes the proof for $q$. Q. E. D.
13.2. Theorem 13.1.1 holds in the complex analytic case. Since this fact will be particularly important in the sequel, we restate it as a separate theorem.

Theorem 13.2.1. Let $X$ be a complex manifold, $\xi$ a complex analytic $\mathbf{G L}(q, \mathbf{C})$-bundle over $X$, and $L$ a complex analytic principal bundle over $X$ associated to $\xi$. Consider the fibre bundle $E=L / \Delta(q, \mathrm{C})$ with the flag manifold $\mathbf{F}(q)=\mathbf{G L}(q, \mathbf{C}) / \Delta(q, \mathbf{C})$ as fibre:

$$
\begin{equation*}
\varphi: E \rightarrow X, \quad \text { fibre } \mathbf{F}(q) \tag{1*}
\end{equation*}
$$

$E$ is a complex manifold and $\varphi$ is a holomorphic map of $E$ on to $X$. The structure group of the complex analytic bundle $\varphi^{*} \xi$ can be complex analytically reduced to the group $\Delta(q, \mathbf{C})$ in a natural way. Let $\xi_{1}, \xi_{2}, \ldots, \xi_{q}$ (in that order) be the $q$ diagonal complex analytic $\mathbf{C}^{*}$-bundles. The bundle $\boldsymbol{\xi}^{\boldsymbol{4}}$ along the fibres of ( $1^{*}$ ) is a complex analytic $\mathbf{G L}(m, \mathbf{C})$-bundle [ $m=q(q-1) / 2]$, whose structure group can be complex analytically reduced to $\Delta(m, \mathbf{C})$; in this case the $m$ diagonal complex analytic $\mathbf{C}^{*}$-bundles are the bundles $\xi_{i} \otimes \xi_{i}^{-1}(i>j)$ in the order specified in Theorem 13.1.1.

Remark: The proof of Theorem 13.1.1 given in the previous section is direct, but left a number of details to the reader. It has been pointed out by A. Borel that the fact that the structure group of the bundle $\xi^{4}$ can be reduced to $\boldsymbol{\Delta}(\boldsymbol{m}, \mathrm{C})$ follows immediately from a theorem of Lie. The statement of the theorem (see for instance C. Chevalley: Théorie
des groupes de Lie, Tome III. Paris: Hermann 1955, especially p. 100 and $p .104$ ) is:

Let $H$ be a solvable connected complex Lie group and $\varrho: H \rightarrow \mathbf{G L}(m, \mathbf{C})$ a holomorphic homomorphism. Then there is an element $a \in \mathbf{G L}(m, \mathbf{C})$ such that a $\varrho(H) a^{-1} \subset \Delta(m, C)$.

The statement about the structure group of $\xi^{4}$ is deduced as follows. Let $e_{0} \in \mathbf{F}(q)=\mathbf{G} \mathbf{L}(q, \mathbf{C}) / \Delta(q, \mathbf{C})$ be the point corresponding to the coset $\Delta(q, \mathrm{C})$. The group $\mathbf{G L}(q, \mathrm{C})$ operates on $\mathbf{F}(q)$, and $\Delta(q, \mathrm{C})$ is the isotropy group of $e_{0}$ [i.e. the subgroup consisting of all elements of $\mathbf{G L}(q, \mathbf{C})$ which leave $e_{0}$ fixed]. $\Delta(q, C)$ operates on the contravariant tangent space $\mathbf{C}_{m}\left(e_{0}\right)$ of $e_{0} \in \mathbf{F}(q)$ and this operation defines a holomorphic homomorphism $\Delta(q, \mathbf{C}) \rightarrow \mathbf{G} \mathbf{L}(m, \mathbf{C}), m=\frac{1}{2} q(q-1)$. Since $\Delta(q, \mathbf{C})$ is solvable the theorem of Lie implies that there is in $\mathrm{C}_{m}\left(e_{0}\right)$ a flag of linear subspaces $L_{0} \subset L_{1} \subset \cdots \subset L_{m}=\mathbf{C}_{m}\left(e_{0}\right)$ such that each $L_{i}$ is mapped into itself by every element of the group $\Delta(q, C)$, i.e. the flag is invariant under the operation of the group. Now $\mathbf{G} \mathbf{L}(q, \mathbf{C})$ operates transitively on $\mathbf{F}(q)$ so that the flag can be transplanted to any point of $\mathbf{F}(q)$. This transplanting is unambiguous because the flag remains invariant under the operation of the isotropy group. The conclusion is that $\mathbf{F}(q)$ admits a tangential complex analytic field of flags which is left invariant, i.e. goes over into itself under the operations of $\mathbf{G L}(q, C)$. The required statement about $\xi^{4}$ now follows. For generalisations of Theorem 13.1.1 and for its connection with the theory of roots of Lie groups we refer to Borel-Hirzebruch [1].
13.3. Let $X$ be a (differentiable) almost complex manifold of complex dimension $\boldsymbol{n}$ and $\boldsymbol{\xi}$ a differentiable $\mathbf{G L}(q, \mathbf{C})$ bundle over $X$. The construction of 13.1 yields a differentiable manifold $E$ which is a fibre bundle over $X$ with fibre $\mathbf{F}(q)$ and differentiable projection map $\varphi: E \rightarrow X$. It is clear that $E$ admits an almost complex structure, whose tangent $\mathbf{G L}(n+m, \mathbf{C})$ bundle $\theta(E), m=q(q-1) / 2$, has the "bundle along the fibres" $\xi^{4}$ as subbundle and the bundle $\varphi^{*} \theta(X)$ as the corresponding quotient bundle. Let $\xi_{i}(i=1, \ldots, q)$ be the diagonal $C^{*}$-bundles of $\varphi^{*} \xi$ over $E$, and let $c\left(\xi_{i}\right)=1+\gamma_{i}, \gamma_{i} \in H^{2}(E, Z)$. Theorem 13.1.1 implies that the total Chern class of $E$ is given by

$$
\begin{equation*}
c(E)=\varphi^{*} c(X) \prod_{q \geqq i>i \geqq i}\left(1+\gamma_{i}-\gamma_{j}\right) . \tag{10}
\end{equation*}
$$

If in particular $\xi$ is chosen as the tangent bundle $\theta(X)$ of $X$ we denote the almost complex manifold $E$ by $X^{4}$. In this case $\varphi^{*} \xi=\varphi^{*} \theta(X)$ admits the group $\Delta(n, C)$ as structure group, the corresponding $n$ diagonal $C^{*}$-bundles are $\xi_{1}, \ldots, \xi_{n}$, and $\theta(E)$ admits the group $\Delta(n(n+1) / 2, C)$ as structure group with the $n(n+1) / 2$ diagonal bundles $\xi_{i} \otimes \xi_{j}^{-1}, \xi_{1}, \ldots, \xi_{n}(n \geqq i>j \geqq 1)$. The total Chern class of $X^{\Delta}$ is
therefore given by

$$
\begin{equation*}
c\left(X^{\Delta}\right)=\prod_{i=1}^{n}\left(1+\gamma_{i}\right) \prod_{n \geqq i>j \geqq 1}\left(1+\gamma_{i}-\gamma_{j}\right) \tag{11}
\end{equation*}
$$

13.4. The discussion of the previous section can be carried over to the complex analytic case. Let $X$ be a complex manifold of complex dimension $n$ with complex analytic tangent bundle $\theta(X)$ and let $\xi$ be a complex analytic $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle over $X$. Then $E$ is in a natural way a complex manifold of dimension $n+m, m=q(q-1) / 2$, and $\varphi: E \rightarrow X$ is a holomorphic map. $E$ is a complex analytic fibre bundle over $X$ with fibre $F(q)$ and projection map $\varphi$. The complex analytic tangent $\mathbf{G} \mathbf{L}(n+m, \mathbf{C})$-bundle $\theta(E)$ admits $\mathbf{G} \mathbf{L}(m, n ; \mathbf{C})$ as structure group in a natural way, since $E$ admits a complex analytic field of complex $m$ dimensional plane elements (the field tangent to the fibres of $E$ ). The complex analytic subbundle is the $\mathbf{G L}(m, C)$-bundle $\xi^{4}$, and the corresponding complex analytic quotient bundle is the $\mathbf{G L}(n, C)$ bundle $\varphi^{*} \theta(X)$. The Chern class of the complex manifold $E$ is given by (10). In the special case in which $\xi=\theta(X)$ we again write $E=X^{\Delta}$. In this case both the subbundle $\xi^{4}$ and the quotient bundle $\varphi^{*} \xi=\varphi^{*} \theta(X)$ admit the corresponding group of triangular matrices as complex analytic structure group. This shows that the structure group of the complex analytic bundle $\theta\left(X^{\Delta}\right)$ can be reduced complex analytically to the group $\Delta(n(n+1) / 2, C)$, and that the corresponding $n(n+1) / 2$ diagonal $C^{*}$-bundles are $\xi_{i} \otimes \xi_{j}^{-1}, \xi_{1}, \ldots, \xi_{n}(n \geqq i>j \geqq 1)$. If $c\left(\xi_{i}\right)=1+\gamma_{i}$ then the total Chern class of $X^{4}$ is given by (11).
13.5. a) An almost complex manifold $X$ of complex dimension $n$ is called a split manifold if the (differentiable) tangent $\mathbf{G L}(n, \mathbf{C})$-bundle $\theta(X)$ admits the group $\boldsymbol{\Delta}(n, C)$ of triangular matrices as structure group. This defines $n$ diagonal bundles $\xi_{1}, \ldots, \xi_{n} \in H^{1}\left(X, C_{0}^{*}\right)$ and in fact $\theta(X)$ is the Whitney sum of the bundles $\xi_{i}$. If $c\left(\xi_{i}\right)=1+a_{i}, a_{i} \in H^{2}(X, Z)$ then

$$
\begin{equation*}
c(X)=\prod_{i=1}^{n}\left(1+a_{i}\right) \tag{12}
\end{equation*}
$$

b) A complex manifold $X$ of complex dimension $n$ is called a complex analytic split manifold if the complex analytic $\mathbf{G L}(\boldsymbol{n}, \mathbf{C})$-bundle $\theta(X)$ admits the group $\boldsymbol{\Delta}(n, C)$ of triangular matrices as complex analytic structure group, i.e. $\theta(X)$ is an element in the image of the map

$$
H^{1}\left(X, \Delta(n, \mathbf{C})_{\omega}\right) \rightarrow H^{1}\left(X, \mathbf{G} \mathrm{~L}(n, \mathbf{C})_{\omega}\right) .
$$

This defines $n$ diagonal bundles $\xi_{1}, \ldots, \xi_{n} \in H^{1}\left(X, \mathrm{C}_{\omega}^{*}\right)$. In general $\theta(X)$ is not the complex analytic Whitney sum of $\xi_{1}, \ldots, \boldsymbol{\xi}_{n}$. Nevertheless, if all bundles are regarded as continuous (or differentiable) bundles, then $\theta(X)$ is the Whitney sum $\xi_{1} \oplus \cdots \oplus \xi_{n}$. The Chern class of $X$ is therefore given by (12).

The process described in sections 13.3 and 13.4 therefore associates to each almost complex manifold $X$ an (almost complex) split manifold $X^{4}$, and to each complex manifold $X$ a complex analytic split manifold $X^{4}$. This fact will be of decisive significance in the sequel. It will appear that certain theorems hold for $X$ whenever they hold for $X^{4}$, and therefore need to be proved only in the case that $X$ is a split manifold.
13.6. Let $X$ be a compact almost complex split manifold of complex dimension $n$. We use the notations of 13.5 a) and derive a formula which will imply that the Todd genus $T(X)$ can be expressed in terms of virtual indices:

$$
\begin{equation*}
(1+y)^{n} T(X)=\sum_{l=0}^{n} y^{l} \sum_{1 \leqq i_{1}<\cdots<i_{l} \leqq n} T_{y}\left(a_{i_{2}}, \ldots, a_{i_{i}}\right)_{X} . \tag{13}
\end{equation*}
$$

For the proof we recall the definition of the virtual $T_{y}$-genus in 11.2 (7), apply (12), and obtain for the right hand side of (13)

$$
\begin{aligned}
& x_{n}\left[\prod_{i=1}^{n}\left(1+y R\left(y ; a_{i}\right)\right) \prod_{i=1}^{n} Q\left(y ; a_{i}\right)\right] \\
= & x_{n}\left[\prod_{i=1}^{n}\left(Q\left(y ; a_{i}\right)+a_{i} y\right)\right] \\
= & x_{n}\left[\prod_{i=1}^{n} \frac{(1+y) a_{i}}{1-\exp \left(-(1+y) a_{i}\right)}\right] \\
= & (1+y)^{n} x_{n}\left[\prod_{i=1}^{n} \frac{a_{i}}{1-\exp \left(-a_{i}\right)}\right]=(1+y)^{n} T(X) .
\end{aligned}
$$

For $y=1$ the virtual $T_{y}$-genus becomes the virtual index:

$$
\begin{equation*}
2^{n} T(X)=\sum_{l=0}^{n} \sum_{1 \leq i_{1}<\cdots<i_{l} \leq n} \tau\left(a_{i_{1}}, \ldots, a_{i_{i}}\right)_{X} \tag{13*}
\end{equation*}
$$

Since the virtual index is an integer (Theorem 9.3.1) a corollary is
Theorem 13.6.1. The Todd genus of a compact almost complex split manifold multiplied by $2^{n}$ is an integer.

Formula (13) can be generalised to apply to the virtual $T$-genus. If $b_{1}, \ldots, b_{r} \in H^{2}(X, Z),(r \leqq n)$, then

$$
\begin{align*}
& (1+y)^{n-r} T\left(b_{1}, b_{2}, \ldots, b_{r}\right)_{X}  \tag{14}\\
& =x_{n}\left[\prod_{i=1}^{r} R\left(y ; b_{i}\right)\left(1+y R\left(y ; b_{i}\right)\right)^{-1} \prod_{j=1}^{n}\left(1+y R\left(y ; a_{j}\right)\right) \prod_{k=1}^{n} Q\left(y ; a_{k}\right)\right]
\end{align*}
$$

This formula, and the definition of the virtual $T_{y}$-genus, imply that $(1+y)^{n-r} T\left(b_{1}, \ldots, b_{r}\right)_{X}$ can be expressed as a sum of terms each of which is a virtual $T_{y}$-genus multiplied by a polynomial in $y$ with integral coefficients. If $y=1$ then $2^{n-r} T\left(b_{1}, \ldots, b_{r}\right)_{X}$ is expressed as a sum of
terms each of which is an integral multiple of a virtual index. This proves:

Theorem 13.6.2. Let $X$ be a compact almost complex split manifold, and let $b_{1}, \ldots, b_{r}$ be elements of $H^{2}(X, \mathbf{Z})$. The virtual Todd genus $T\left(b_{1}, \ldots, b_{r}\right)_{X}$ multiplied by $2^{n-r}$ is an integer.

## §14. Multiplicative properties of the Todd genus

14.1. Some algebraic remarks: Let $K$ be a field of characteristic 0 , and let $c_{1}, \ldots, c_{n}$ be indeterminates. We consider the field $\mathbf{K}\left(c_{1}, \ldots, c_{n}\right)$ and an indeterminate $x$, and adjoin elements $\gamma_{1}, \ldots, \gamma_{n}$ to $\mathbf{K}\left(c_{1}, \ldots, c_{n}\right)$ such that

$$
1+c_{1} x+\cdots+c_{n} x^{n}=\left(1+\gamma_{1} x\right) \ldots\left(1+\gamma_{n} x\right) .
$$

The field $K\left(c_{1}, \ldots, c_{n}\right)\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ is then an algebraic extension of $\mathbf{K}\left(c_{1}, \ldots, c_{n}\right)$ of degree $n!$. The $n!$ elements $\gamma_{1}^{a_{1}} \gamma_{2}^{a_{2}} \ldots \gamma_{n-1}^{a_{n-1}}\left(0 \leqq a_{i} \leqq\right.$ $\leqq n-i$ ) form an additive basis for the extension field. It is easy to prove the following lemma:

Lemma 14.1.1. Every formal power series $P$ in $\gamma_{1}, \ldots, \gamma_{n}$ with coefficients in $\mathbf{K}$ can be expressed uniquely in the form:

$$
\begin{equation*}
P=\sum_{0 \leqq a_{i} \leqq n-i} \varrho_{a_{1}} a_{2} \ldots a_{n-2} \gamma_{1}^{a_{1}} \gamma_{2}^{a_{1}} \ldots \gamma_{n-1}^{a_{n-1}} \tag{1}
\end{equation*}
$$

where the $\varrho_{a_{1} a_{2} \ldots a_{n-1}}$ are formal power series in $c_{1}, \ldots, c_{n}$ with coefficients in K. If $P$ has integer coefficients then each $\varrho_{a_{1}} a_{1} \ldots a_{n-1}$ has integer coefficients.

We define the "indicator" $\varrho(P)$ by

$$
\varrho(P)=(-1)^{n(n-1) / 2} \varrho_{n-1, n-2}, \ldots, 1 .
$$

If $s:\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right) \rightarrow\left(\gamma_{j_{1}}, \gamma_{j_{2}}, \ldots, \gamma_{j_{n}}\right)$ is a permutation there is an expression corresponding to (1)

$$
\begin{equation*}
P=\sum_{0 \leqq a_{i} \leqq n-i} \varrho_{a_{1} a_{2} \ldots a_{n-1}}^{(s)} \gamma_{i_{1}}^{a_{1}} \gamma_{i_{2}}^{a_{1}} \cdots \gamma_{i_{n-1}}^{a_{n-1}} \tag{1,~s}
\end{equation*}
$$

and the $s$-indicator of $P$ is defined by

$$
\varrho^{(s)}(P)=(-1)^{n(n-1) / 2} \varrho_{n-1, n-2, \ldots, 1}^{(s)} .
$$

The $n$ ! elements $\gamma_{i_{1}}^{a_{1}} \gamma_{j_{2}}^{a_{2}} \ldots \gamma_{j_{n-1}}^{a_{n-1}}\left(0 \leqq a_{i} \leqq n-i\right)$ form another basis for the extension field, and it is clear that all of these elements have indicator 0 with the exception of $\gamma_{j_{1}}^{n-1} \gamma_{j_{a}}^{n-2} \ldots \gamma_{j_{n-1}}$ which has indicator $\pm 1$. Therefore

$$
\begin{equation*}
\varrho^{(s)}(P)=\varrho(s(P))= \pm \varrho(P) \tag{2}
\end{equation*}
$$

where $s(P)$ denotes the power series got by applying the permutation $s$ to $P$.

Lemma 14.1.2. If $P$ remains invariant under the interchange of $\gamma_{i}$ and $\gamma_{j}$ for some $i \neq j$ then the indicator $\varrho(P)$ of $P$ is zero.

Proof: It is sufficient to prove the lemma for $P$ a polynomial. Suppose that $P$ remains invariant under the interchange of $\gamma_{i}$ and $\gamma_{j}$, ( $i \neq j$ ). By (2) we can assume, without loss of generality that $i=n-1$, $j=n$. Now Galois theory implies that $P$ is an element of the field extension of $\mathbf{K}\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ generated by $\gamma_{1}, \ldots, \gamma_{n-2}$. Therefore the indicator $\varrho(P)$ is zero.

Corollary: Let $s$ be the permutation $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right) \rightarrow\left(\gamma_{i_{1}}, \gamma_{j_{2}}, \ldots\right.$, $\left.\gamma_{j_{n}}\right)$. Then

$$
\begin{equation*}
\varrho\left(\gamma_{1}^{n-1} \gamma_{2}^{n-2} \cdots \gamma_{n-1}\right)=\operatorname{sign}(s) \cdot \varrho\left(s\left(\gamma_{1}^{n-1} \gamma_{2}^{n-2} \cdots \gamma_{n-1}\right)\right) \tag{3}
\end{equation*}
$$

Proof: It is sufficient to prove (3) for the case where $s$ is an interchange ( $i, j$ ). In this case

$$
\gamma_{1}^{n-1} \gamma_{2}^{n-2} \cdots \gamma_{n-1}+\gamma_{i_{1}}^{n-1} \gamma_{i_{2}}^{n-2} \cdots \gamma_{j_{n-1}}
$$

remains invariant under $s$, and the result follows from Lemma 14.1.2. It is now easy to give a formula for $\varrho(P)$. By (2) and (3)

$$
\begin{equation*}
\varrho(P)=\operatorname{sign}(s) \cdot \varrho^{(s)}(P)=\operatorname{sign}(s) \cdot \varrho(s(P)) \tag{*}
\end{equation*}
$$

This implies

$$
\begin{equation*}
n!\varrho(P)=\varrho\left(\sum_{s} \operatorname{sign}(s) \cdot s(P)\right) \tag{4}
\end{equation*}
$$

where the summation is over all $n$ ! permutations $s$. The expression $\sum_{s} \operatorname{sign}(s) \cdot s(P)$ is clearly alternating. The quotient

$$
\mathfrak{q}(P)=\left(\sum_{s} \operatorname{sign}(s) \cdot s(P)\right) / \prod_{i>i}\left(\gamma_{i}-\gamma_{j}\right)
$$

is therefore symmetric and hence a power series in $c_{1}, \ldots, c_{n}$. This gives

$$
\begin{equation*}
n!\varrho(P)=\varrho\left(\prod_{i>j}\left(\gamma_{i}-\gamma_{j}\right)\right) \cdot q(P) \tag{*}
\end{equation*}
$$

If $P=\gamma_{1}^{n-1} \gamma_{2}^{n-2} \ldots \gamma_{n-1}$ then $\varrho(P)=(-1)^{n(n-1) / 2}$ and

$$
\sum_{s} \operatorname{sign}(s) \cdot s(P)=(-1)^{n(n-1) / 2} \prod_{i>i}\left(\gamma_{i}-\gamma_{j}\right)
$$

Now (4) implies that $\varrho\left(\prod_{i>i}\left(\gamma_{i}-\gamma_{j}\right)\right)=n!$ and (4*) then gives the required formula for an arbitrary power series $P$ :

$$
\begin{equation*}
\varrho(P)=\left(\sum_{s} \operatorname{sign}(s) \cdot s(P)\right) / \prod_{i>j}\left(\gamma_{i}-\gamma_{j}\right) \tag{5}
\end{equation*}
$$

Lemma 14.1.3. Let $P=\prod_{i>j} \frac{\gamma_{3}-\gamma_{i}}{\exp \left(\gamma_{j}-\gamma_{i}\right)-1}$. Then $\varrho(P)=1$.
Proof: Let $2 a=\sum_{i>j}\left(\gamma_{i}-\gamma_{j}\right)$. Then by 1.7

$$
P=e^{a} \prod_{i>i} \frac{\gamma_{i}-\gamma_{j}}{2 \sinh \left(\left(\gamma_{i}-\gamma_{j}\right) / 2\right)}
$$

and by (5)

$$
\varrho(P)=\left(\sum_{s} \operatorname{sign}(s) e^{(a)}\right) / \prod_{i>j} 2 \sinh \left(\left(\gamma_{i}-\gamma_{j}\right) / 2\right)
$$

Let $x_{i}=\exp \left(-\gamma_{i} / 2\right)$. Then

$$
e^{a}\left(x_{1} \ldots x_{n}\right)^{n-1}=\left(x_{1}^{2}\right)^{n-1}\left(x_{2}^{2}\right)^{n-2} \ldots x_{n-1}^{2}
$$

and

$$
2 x_{i} x_{j} \sinh \left(\left(\gamma_{i}-\gamma_{j}\right) / 2\right)=x_{j}^{2}-x_{i}^{2}
$$

The result now follows (Vandermonde determinants).
14.2. We now return to the flag manifold $\mathbf{F}(n)=\mathbf{G} \mathbf{L}(n, \mathbf{C}) / \Delta(n, C)$. Theorem 13.2.1, with $X$ a point, shows that $F(n)$ is a complex analytic split manifold. The (total) Chern class of $\mathbf{F}(n)$ is

$$
\begin{equation*}
c(\mathbf{F}(n))=\prod_{i>i}\left(1+\gamma_{i}-\gamma_{j}\right) \tag{6}
\end{equation*}
$$

The elements $\gamma_{i} \in H^{2}(\mathbf{F}(n), Z)$ satisfy $c\left(\xi_{i}\right)=1+\gamma_{i}$ (see 13.2) and

$$
\begin{equation*}
\prod_{i=1}^{n}\left(1+\gamma_{i}\right)=1 \tag{7}
\end{equation*}
$$

According to Borel [2] the cohomology ring $H^{*}(\mathbf{F}(n), \mathbf{Z})$ is generated by the $\gamma_{i}$ with (7) as the only relation:

$$
H^{*}(\mathbf{F}(n), \mathbf{Z})=\mathbf{Z}\left[\gamma_{1}, \ldots, \gamma_{n}\right] / I^{+}\left(c_{1}, \ldots, c_{n}\right)
$$

where $\gamma_{1}, \ldots, \gamma_{n}$ are regarded as indeterminates and where $I^{+}$is the ideal generated by the elementary symmetric functions $c_{1}, \ldots, c_{n}$ in the $\gamma_{i}$. Applying the results of 14.1 we see that the $n!$ elements $\gamma_{1}^{a_{1}} \gamma_{2}^{a_{2}} \ldots \gamma_{n-1}^{a_{n}-1}, 0 \leqq a_{i} \leqq n-i$, form an additive basis for the cohomology ring $H^{*}(\mathbf{F}(n), Z)$. A polynomial $P$ in the $\gamma_{i}$ with integer coefficients defines an element of the cohomology ring. To express this element in terms of the given basis use the expression (1) obtained in the previous section: the coefficients $\varrho$ in (1) are equal to their constant terms modulo the ideal $I^{+}$.

The Euler-Poincare characteristic of $\mathbf{F}(n)$ is $n!$ since $H^{*}(\mathbf{F}(n), \mathbf{Z})$ contains only elements of even degree. Therefore (6) and Theorem 4.10.1 imply that

$$
\begin{equation*}
n!=\prod_{i>j}\left(\gamma_{i}-\gamma_{j}\right)[\mathbf{F}(n)] \tag{8}
\end{equation*}
$$

In 14.1 it was shown that $\varrho\left(\prod_{i>j}\left(\gamma_{i}-\gamma_{j}\right)\right)=n!$. Therefore $(-1)^{n(n-1) / 2} \gamma_{1}^{n-1} \gamma_{2}^{n-2} \ldots \gamma_{n-1}$ is the generator of $H^{m}(F(n), Z)$, $m=n(n-1) / 2$, determined by the natural orientation of $F(n)$.

Finally Lemma 14.1.3 and (6) give the Todd genus of $\mathbf{F}(n)$ :

$$
T(F(n))=1
$$

14.3. We now return to the situation discussed in 13.3.

Theorem 14.3.1. Let $\boldsymbol{\xi}$ be a differentiable GL(q,C)-bundle over a compact $n$-dimensional almost complex manifold $X$ and let $L$ be a principal bundle associated to $\xi$. The fibre bundle $E=L / \Delta(q, \mathbf{C})$ has the flag manifold $\mathbf{F}(q)$ as fibre and can be regarded in a natural way as an almost complex manifold of dimension $n+\frac{1}{2} q(q-1)$. Let $\zeta$ be a $\mathbf{G} \mathbf{L}(l, \mathbf{C})$-bundle over $X$ and let $\varphi: E \rightarrow X$ be the projection. Then the $T$-characteristic of $\zeta$ satisfies

$$
\begin{equation*}
T\left(E, \varphi^{*} \zeta\right)=T(X, \zeta) T(\mathbf{F}(q))=T(X, \zeta) \tag{9}
\end{equation*}
$$

Let $b_{1}, \ldots, b_{r} \in H^{2}(X, Z)$. Then the virtual $T$-characteristic satisfies

$$
\begin{equation*}
T\left(\varphi^{*} b_{1}, \ldots, \varphi^{*} b_{r} \mid, \varphi^{*} \zeta\right)_{E}=T\left(b_{1}, \ldots, b_{r} \mid, \zeta\right)_{X} \tag{10}
\end{equation*}
$$

Proof: Since (9) is a special case it is sufficient to prove (10). Let $c\left(\varphi^{*} \xi\right)=1+\varphi^{*} c_{1}+\cdots+\varphi^{*} c_{q}=\prod_{i=1}^{q}\left(1+\gamma_{i}\right)$ and let $m=q(q-1) / 2$. Then the definition of the virtual $T$-characteristic, 12.3 (15), together with 13.3 (10) gives

$$
\begin{aligned}
& T\left(\varphi^{*} b_{1}, \ldots, \varphi^{*} b_{r} \mid, \varphi^{*} \zeta\right)_{E} \\
& \quad=x_{n+m}\left[\varphi^{*}\left(\operatorname{ch} \zeta \cdot \prod_{i=1}^{r}\left(1-e^{-b_{i}}\right) \cdot \operatorname{td}(X)\right)_{i>j} \frac{\gamma_{j}-\gamma_{i}}{\exp \left(\gamma_{j}-\gamma_{i}\right)-1}\right] .
\end{aligned}
$$

We denote the first factor $\varphi^{*}$ ( ) of the expression in [ ] by $\varphi^{*} A$ and the second factor $\prod_{i>j}$ by $P$. Now apply the algebraic remarks of 14.1 with $n$ replaced by $q$ and the indeterminates $c_{1}, \ldots, c_{n}$ replaced by $\varphi^{*} c_{1}, \ldots, \varphi^{*} c_{\sigma}$. Then $P$ is of the form 14.1 (1). The coefficients $\varrho_{a_{1} a_{1}} \ldots a_{q-1}$ are polynomials in $\varphi^{*} c_{1}, \ldots, \varphi^{*} c_{q}$. We have to take the terms of complex dimension $n+m$ in $\varphi^{*}(A) \cdot P$ and note that any term of the form $\varphi^{*} x$ with $x \in H^{*}(X, Z) \otimes \mathbf{Q}$ is zero if it has complex dimension $>\boldsymbol{n}$. Therefore

$$
x_{n+m}\left[\varphi^{*}(A) \cdot P\right]_{E}=x_{n+m}\left[(-1)^{m} \varphi^{*}(A) \cdot \varrho(P) \gamma_{1}^{q-1} \gamma_{2}^{q-2} \ldots \gamma_{q-1}\right]
$$

Now by Lemma 14.1.3, $\varrho(P)=1$, and by 14.2 the restriction of $(-1)^{m} \gamma_{1}^{q-1} \gamma_{2}^{q-2} \cdots \gamma_{g-1}$ to a fibre $F(q)$ is the natural generator of $H^{m}(\mathbf{F}(q), \mathbf{Z})$. Therefore $x_{n+m}\left[\varphi^{*}(A) \cdot P\right]_{E}=x_{n}[A]_{X}$ and the proof of (10) is complete.

Formulae (9) and (10) imply respectively that the Todd genus of $X$ is equal to that of $E$, and that the virtual Todd genus of $\left(b_{1}, \ldots, b_{r}\right)$ in $X$ is equal to that of $\left(\varphi^{*} b_{1}, \ldots, \varphi^{*} b_{r}\right)$ in $E$. If $X$ is an arbitrary compact almost complex manifold we can choose $E$ to be the split manifold $X^{\Delta}$ (see 13.3). Therefore Theorems 13.6 .1 and 13.6.2, together with Lemma 1.7.3 imply

Theorem 14.3.2. The Todd genus of a compact almost complex manifold $X$ multiplied by $2^{n}$ is an integer. More generally the virtual Todd genus of ( $b_{1}, \ldots, b_{r}$ ), $b_{i} \in H^{2}(X, Z)$, multiplied by $2^{n-r}$ is an integer.
14.4. Formula (10) of Theorem 14.3 .1 can be generalized:

$$
\begin{equation*}
T_{y}\left(\varphi^{*} b_{1}, \ldots, \varphi^{*} b_{r} \mid, \varphi^{*} \zeta\right)_{E}=T_{y}\left(b_{1}, \ldots, b_{r} \mid, \zeta\right) \cdot T_{y}(\mathbf{F}(q)) . \tag{10*}
\end{equation*}
$$

In the proof of Theorem 14.3.1 it is sufficient to generalise Lemma 14.1.3 as follows:

Let $y$ be an indeterminate over the field of rationals, and replace the groundfield K of 14.1 by the ring of polynomials in $y$ over the rationals. If we let

$$
P=\prod_{i>j} Q\left(y ; \gamma_{i}-\gamma_{j}\right),
$$

where $Q(y ; x)=\frac{x(y+1)}{1-\exp (-x(y+1))}-x y$, then

$$
\begin{equation*}
\varrho(P)=\frac{1-(-1)^{n} y^{n}}{1+y} \cdot \frac{1-(-1)^{n-1} y^{n-1}}{1+y} \cdots \frac{1-y^{2}}{1+y} . \tag{11}
\end{equation*}
$$

Therefore $T_{y}(\mathbf{F}(n))$ is precisely the formula given in (11), that is

$$
T_{y}(\mathbf{F}(n))=T_{y}\left(\mathbf{P}_{n-1}(\mathbf{C})\right) \cdot T_{y}\left(\mathbf{P}_{n-2}(\mathbf{C})\right) \ldots T_{y}\left(\mathbf{P}_{1}(\mathbf{C})\right) .
$$

More generally let $\left\{K_{j}\left(c_{1}, \ldots, c_{j}\right)\right\}$ be an $m$-sequence with characteristic power series $B(x)=K(1+x)$. Then the proof of Theorem 14.3.1 can be used to prove the equation

$$
K(E)=K(X) \cdot K(\mathbf{F}(q))
$$

provided that $\varrho\left(\prod_{q \geq i>i \geq 1} B\left(\gamma_{i}-\gamma_{j}\right)\right)$ is an element of the groundfield, and so independent of $c_{1}, \ldots, c_{q}$. It is then clear that this element is equal to $K(\mathbf{F}(q))$. (We are using the notations of 14.1, with $n$ replaced by $q$.)

The $T_{y}$-genus, as a genus in the sense of $\mathbf{1 0 . 2}$, has the property

$$
T_{y}(V \times W)=T_{y}(V) T_{y}(W) .
$$

By (10*), if $E$ is a fibre bundle over $X$ with the flag manifold $\mathbf{F}(q)$ as fibre then the $T_{y}$-genus behaves multiplicatively

$$
T_{y}(E)=T_{y}(X) T_{y}(\mathbf{F}(q))
$$

This raises the question: for what fibre bundles $E$ over $X$ with a given fibre $F$ is it true that $T_{y}(E)=T_{y}(X) T_{y}(F)$ ? It is naturally assumed that $E, X, F$ are compact almost complex manifolds and that the fibration is "compatible with the almost complex structures". We give a special case in which the $T_{y}$-genus does behave multiplicatively:

Let $\boldsymbol{\xi}$ be a diferentiable $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle over a compact almost complex manifold $X$, and let $L$ be a principal bundle associated to $\xi$. $E^{\prime}=$ $L / \mathbf{G L}(1, q-1 ; \mathbf{C})$ is a fibre bundle over $X$ with fibre $\mathbf{P}_{q-1}(\mathbf{C})$ associated to $L$, and has a natural almost complex structure. Then $T_{y}\left(E^{\prime}\right)=$ $T_{y}(X) T_{y}\left(\mathbf{P}_{q-1}(\mathbf{C})\right.$.

Proof: $E=L / \Delta(q, \mathbf{C})$ is a fibre bundle over $E^{\prime}$ with $\mathbf{F}(q-1)$ as fibre [see 13.1 (8)]. Since $T_{y}$ behaves multiplicatively for fibre bundles with flag manifolds as fibre

$$
T_{y}(E)=T_{y}(X) T_{y}(\mathbf{F}(q)) \text { and } T_{y}(E)=T_{y}\left(E^{\prime}\right) T_{\nu}(\mathbf{F}(q-1)) .
$$

But $T_{y}(\mathbf{F}(q))=T_{y}(\mathbf{F}(q-1)) T_{y}\left(\mathbf{P}_{q-1}(\mathbf{C})\right)$ and therefore $\left[\right.$ since $T_{y}(\mathbf{F}(q-1))$ starts with 1]

$$
\begin{equation*}
T_{y}\left(E^{\prime}\right)=T_{y}(X) T_{y}\left(\mathbf{P}_{q-1}(\mathbf{C})\right) . \tag{12}
\end{equation*}
$$

For further results on multiplicative properties of the $T_{\nu}$-genus we refer to Borel-Hirzebruch [1].

## Bibliographical note

The analogue for almost complex manifolds of the cobordism ring is due to Milnor [3]. It can be defined using the concept of weak complex structure (BorelHirzebruch [1], Part III). A weak complex structure of a real vector bundle $\xi$ consists of a trivial bundle $\alpha$ and a complex structure for $\xi \oplus \alpha$, i.e. a complex vector bundle $\eta$ and a specific isomorphism $\varrho(\eta)=\xi \oplus \propto$ (see 4.5). A compact differentiable manifold $X$ is weakly almost complex if its tangent bundle $\mathbf{R}_{\boldsymbol{\theta}}^{\boldsymbol{\theta}}$ has been endowed with a weak complex structure. In this case $\varrho(\eta)=\mathbf{R}^{\theta} \oplus \alpha$ and $c(\eta)$ is called the total Chern class of the weakly almost complex manifold $X$. The weak complex structure induces an orientation on $X$ and the integers $c_{i_{1}} c_{i_{2}} \ldots c_{i_{p}}[X]$, $2\left(i_{1}+i_{2}+\cdots+i_{7}\right)=\operatorname{dim} X$ are called the Chern numbers of $X$.

The definition of weakly almost complex extends to manifolds with boundary and can be used to define an equivalence relation $V \sim W$ between weakly almost complex manifolds. The equivalence classes form the complex cobordism ring $\Gamma$. For a treatment which generalises immediately to other structures on manifolds see Milnor [4]. Results of Novikov and Milnor [3] imply that $V \sim W$ if and only if $V, W$ have the same Chern numbers. In particular the Todd genus $T(V)$ is an invariant of the complex cobordism class of $V$.

MILNOR [3] proves that $\Gamma$ is isomorphic to $Z\left[y_{1}, y_{2}, \ldots\right]$. An isomorphism $Z\left[y_{1}, y_{2}, \ldots\right] \rightarrow \Gamma$ is given by associating to $y_{n}$ a compact almost complex manifold $Y_{n}$ satisfying the following conditions:
$Y_{n}$ has tangent GL ( $n, C$ )-bundle $\theta$ and, in the notation of 10.1 ,
$s\left(Y_{n}\right)=s_{n}(\theta)\left[Y_{n}\right]= \pm 1$ if $n+1$ is not a prime power,
$s\left(Y_{n}\right)=s_{n}(\theta)\left[Y_{n}\right]= \pm q$ if $n+1$ is a power of the prime $q$.
In fact the manifolds $Y_{n}$ can always be chosen to lie in a particular set generated by taking inverses, sums and products of manifolds of the following type (HirzeBRUCH [6]): complex projective spaces $P_{r}(C)$ for which $s\left(P_{r}(C)\right)=r+1$, and hypersurfaces $H_{(r, t)}$ of degree (1,1) in $P_{r}(C) \times P_{t}(C), r>1, t>1$, for which $s\left(H_{(r, t)}\right)$ $=-\binom{r+t}{r}$. Thus it is possible to choose generators $Y_{n}$ of $\Gamma$ which are linear combina-
tions of algebraic manifolds. The manifolds $Y_{2 k}$ provide generators for the torsionfree part $\AA$ of the cobordism ring $\Omega$ (see the bibliographical note to Chapter Two).

It is a corollary of Theorem 20.2.2 that the ToDD genus is an integer for every algebraic manifold, and hence for every linear combination of algebraic manifolds. So the above results imply that $T(X)$ is an integer for every compact almost complex manifold $X$. The second part of Theorem 14.3 .2 holds similarly without reference to $2^{n-r}$, and can be generalised to include the $T_{y}$-characteristic of a continuous $\mathbf{G L}(q, \mathbf{C})$-bundle $\xi$ over $X$ : the virtual $T_{y}$-characteristic $T_{y}\left(b_{1}, \ldots, b_{r} \mid, \xi\right)$, $b_{1} \in H^{2}(X, Z)$, is a polynomial in $y$ with integer coefficients. For further integrality theorems, which can be deduced from the integrality of the Todd genus, see Parts II and III of Borel-Hirzebruch [1]. For another approach to the integrality theorems for arbitrary differentiable manifolds see Atiyah-Hirzebruch [1, 2] and the appendix (§ 26 ).

## Chapter Four

## The Riemann-Roch theorem for algebraic manifolds

In this chapter $\boldsymbol{V}$ is a complex $\boldsymbol{n}$-dimensional manifold. The proof of the Riemann-Roch theorem depends on results on compact complex manifolds which are due to Cartan, Dolbeault, Kodaira, Serre and Spencer. These results are summarised in §15. At two points in the proof it becomes necessary to make additional assumptions on $V$ : first that $V$ is a Kähler manifold (15.6-15.9) and then that $V$ is algebraic.

## § 15. Cohomology of compact complex manifolds

15.1. Let $W$ be a complex analytic vector bundle over $V$, and let $\Omega(W)$ be the sheaf of germs of local holomorphic sections of $W$ (see 3.5). The cohomology groups of $V$ with coefficients in $\Omega(W)$ will be denoted more shortly by $H^{i}(V, W)$. The groups $H^{i}(V, W)$ are complex vector spaces. It will be shown that they are zero if $i$ is greater than the complex dimension of $V$ and that they are finite dimensional over $C$ if $V$ is compact. If $W, W^{\prime}$ are isomorphic vector bundles then $\Omega(W), \Omega\left(W^{\prime}\right)$ are isomorphic sheaves and it follows that the cohomology groups $H^{i}(V, W), H^{i}\left(V, W^{\prime}\right)$ are isomorphic. (For this reason isomorphic vector bundles will often be identified.)

The trivial line bundle is denoted by 1 . The sheaf $\Omega(1)$ is just the sheaf $C_{\omega}$ (see 2.5 and 3.1) of germs of local holomorphic functions on $V$; it will also be denoted by $\Omega$.
$H^{0}(V, W)$ is the complex vector space of all global (i.e. defined on the whole of $V$ ) holomorphic sections of $W$. In particular, $H^{0}(V, 1)$ is the vector space of all holomorphic functions defined on the whole of $V$. The dimension of $H^{0}(V, 1)$ is equal to the number of connected components of $V$ if $V$ is compact.
15.2. Consider the sheaf $\mathbf{C}_{\omega}^{*}$ of germs of local holomorphic never zero functions on the complex manifold $V$ (see 2.5). The complex analytic Cond $^{*}$-bundles over $V$ form the abelian group $H^{1}\left(V C_{\omega}^{*}\right)$ in which the addition is given by tensor product of bundles (see 3.7).

A divisor $D$ of $V$ is traditionally defined by a system $\left\{f_{i}\right\}$ of meromorphic "place functions" on $V$ :

Let $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ be an open covering of $V$. For each $i \in I$ let $f_{i}$ be $a$ meromorphic (not identically zero) function defined on $U_{i}$ such that on $U_{i} \cap U_{j}$ the function $f_{i} / f_{j}$ has neither zeros nor poles.

It is then necessary to state under what circumstances two such systems of meromorphic functions define the same divisor. This can of course be done in the usual way. Alternatively, the divisors of $V$ can be defined by means of sheaves:

Let $\mathfrak{G}$ be the sheaf of germs of local meromorphic (not identically zero) functions. The sheaf multiplication in $\mathfrak{G}$ is the usual multiplication of germs. $\mathbf{C}_{\omega}^{*}$ is a subsheaf of $\mathfrak{G}$ and so there is a sheaf $\mathfrak{D}=\mathbb{G} / \mathbf{C}_{\omega}^{*}$ defined by the exact sequence

$$
\begin{equation*}
0 \rightarrow \mathbf{C}_{\omega}^{*} \rightarrow \mathfrak{G} \rightarrow \mathfrak{D} \rightarrow \mathbf{0} . \tag{1}
\end{equation*}
$$

The divisors are the elements of the abelian group $H^{0}(V, \mathfrak{D})$. We write this group additively: if $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ is an open covering and $D, D^{\prime}$ are divisors defined by meromorphic functions $f_{i}, f_{i}^{\prime}$ on $U_{i}$ then $D+D^{\prime}$ is the divisor defined by the meromorphic functions $f_{i} f_{i}^{\prime}$ on $U_{i}$. The exact cohomology sequence of (1) gives

$$
\begin{equation*}
H^{0}(V, \mathfrak{G}) \xrightarrow{h} H^{0}(V, \mathfrak{D}) \xrightarrow{\delta_{0}^{0}} H^{1}\left(V, \mathbf{C}_{\omega}^{*}\right) . \tag{2}
\end{equation*}
$$

$H^{0}(V, \mathfrak{5})$ is the multiplicative group of meromorphic functions on $V$ which are not identically zero on any connected component of $V$. A meromorphic function $f \in H^{0}(V, \mathfrak{G})$ defines a divisor $(f)=h f$ which is called the divisor of the meromorphic function $f$. Two divisors are said to be linearly equivalent if their difference is the divisor of a meromorphic function $f \in H^{0}(V, \mathfrak{G})$. It follows that the divisor classes (with respect to linear equivalence) are represented by elements of the abelian group $H^{0}\left(V,(1) / h H^{0}(V, \mathfrak{G})\right.$. By the exactness of (2), this group is isomorphic to a subgroup of $H^{1}\left(V, C_{\omega}^{*}\right)$.

If $D$ is a divisor we denote by $[D]$ the complex analytic $C^{*}$-bundle $\left(\delta_{0}^{*} D\right)^{-1}$. The complex analytic line bundle determined, up to isomorphism, by $[D]$ is denoted by $\{D\}$. If $D$ is represented, with respect to some open covering $\mathfrak{U}=\left\{U_{i}\right\}$, by meromorphic place functions $\boldsymbol{f}_{i}$ then [ $D$ ] is given by the cocycle

$$
\begin{equation*}
f_{i j}=f_{i} f_{j} \quad\left(f_{i j}: U_{i} \cap U_{j} \rightarrow \mathbf{C}^{*}\right) \tag{3}
\end{equation*}
$$

A divisor $D$ is said to be holomorphic if it can be represented by place functions $f_{i}$ which are all holomorphic. Clearly this property depends only on the divisor $D$.

Remark: In the literature holomorphic divisors are called "nonnegative" or, if at least one place function has zeros, "positive". We avoid this terminology because the word "positive" is given a different meaning in 18.1.

A holomorphic divisor $D$ is said to be non-singular if, with respect to some open covering $\mathfrak{U}=\left\{U_{i}\right\}$, it is represented by place functions $f_{i}$ with the property:

Either $f_{i} \equiv 1$ or $U_{i}$ admits a system of local complex coordinates for which $f_{i}$ is one of the coordinates.

Let $D$ be a non-singular divisor and $\operatorname{dim} V=n$. The set of all points $x \in V$ such that $f_{i}(x)=0$ for at least one $i$ with $x \in U_{i}$, and hence for all $i$ with $x \in U_{i}$, is a complex manifold of dimension $n-1$. We denote this complex submanifold by the same symbol $D$, in agreement with the terminology used in 4.9.

Now let $D$ be an arbitrary divisor of $V$ defined by place functions $t_{i}$. Consider the set $L(D)$ of all meromorphic functions $g$ on $V$ for which the functions $g f_{i}$ on $U_{i}$ are holomorphic. Note that we do not require that $g \in H^{0}(V, \mathfrak{G})$. The set $L(D)$ depends only on the divisor $D$. Addition of meromorphic functions defines the structure of a complex vector space on $L(D)$. We can now state the

Riemann-Roch problem: Determine the dimension of $L(D)$.
Theorem 15.2.1. Let $D$ be a divisor of a complex manifold $V$. The complex vector spaces $L(D)$ and $H^{0}(V,\{D\})$ are isomorpihic.

Proof: $H^{0}(V,\{D\})$ is the vector space of global holomorphic sections of the line bundle $\{D\}$. Let $D$ be represented, with respect to an open covering $\mathfrak{U}=\left\{U_{i}\right\}$, by place functions $f_{i}$. Then by (3) and 3.2 a ) the line bundle $\{D\}$ is got from $U\left(U_{i} \times \mathbf{C}\right)$ by identifying $u \times k \in U_{j} \times \mathbf{C}$ with $u \times \frac{f_{i}(u)}{f_{j}(u)} k \in U_{i} \times \mathbf{C}$ for $u \in U_{i} \cap U_{j}$. A section $s$ of $\{D\}$ is given by holomorphic functions $s_{i}$ on $U_{i}$ such that $s_{i}=\frac{f_{i}}{f_{j}} s_{j}$ on $U_{i} \cap U_{j}$. Associate to $s$ the global meromorphic function

$$
h(s)=\frac{s_{i}}{t_{i}}=\frac{s_{j}}{f_{j}} \in L(D) .
$$

Then the map $h: H^{0}(V,\{D\}) \rightarrow L(D)$ is an isomorphism.
Remark: Let $|D|$ be the complex projective space associated to the vector space $H^{0}(V,\{D\})$. It is obtained by identifying $c a$ and $a$ for $a \in H^{0}(V,\{D\}), a \neq 0, c \in \mathbf{C}, c \neq 0$. Then $\operatorname{dim}|D|+1=\operatorname{dim} H^{0}(V,\{D\})$. The proof shows that, if $V$ is compact and connected, the points of $|D|$ are in one-one correspondence with the holomorphic divisors contained in the divisor class of $D$.

Theorem 15.2.1 suggests a generalisation of the Riemann-Roch problem. Let $W$ be a complex analytic vector bundle over $V$ and let $H^{0}(V, W)$ be the vector space of holomorphic sections of $W$ introduced in 15.1.

Generalised Riemann-Roch problem: Determine the dimension of the vector space $H^{0}(V, W)$.
15.3. a). Let $\operatorname{dim} V=n$ and let $\lambda^{p} \boldsymbol{T}$ be the complex analytic vector bundle of covariant tangent $p$-vectors (see 4.7). Then $\boldsymbol{T}=\boldsymbol{\lambda}^{1} \boldsymbol{T}$ is the vector bundle of covariant tangent vectors and $\lambda^{0} \boldsymbol{T}$ is the trivial line
bundle. $\lambda^{n} \boldsymbol{T}$ is also a line bundle; it is called the canonical line bundle of $V$ and denoted by $K$.

If $V$ admits a meromorphic $n$-form with divisor $E$ then $K$ is associated with the complex analytic $C^{*}$-bundle $[E]$, so that $K=\{E\}$.

If $W$ is a complex analytic vector bundle over $V$ we shall also denote the cohomology groups $H^{q}\left(V, W \otimes \lambda^{p} T\right)$ by $H^{p, q}(V, W)$. Thus

$$
H^{0, q}(V, W)=H^{a}(V, W)
$$

15.3. b). Given a complex vector bundle $W$ over $V$, the conjugate vector bundle $\bar{W}$ over $V$ can be defined by the following construction. Let

$$
g_{i j}: U_{i} \cap U_{j} \rightarrow \mathbf{G} \mathbf{L}(q, \mathbf{C})
$$

be coordinate transformations which define $W$ by identifications on the disjoint union $U\left(U_{i} \times \mathbf{C}_{q}\right)$. Then $\bar{W}$ is defined by coordinate transformations

$$
\overline{g_{i j}}: U_{i} \cap U_{j} \rightarrow \mathbf{G} \mathbf{L}(q, \mathbf{C})
$$

Here $\overline{g_{i j}}(x) \in \mathbf{G} \mathbf{L}(q, \mathbf{C})$ denotes the matrix obtained from $g_{i j}(x)$ by the conjugation of every coefficient.

If $W$ is complex analytic then $\bar{W}$ is no longer complex analytic, but is regarded as a differentiable vector bundle. As differentiable vector bundles $W, \bar{W}$ are "anti-isomorphic". That is, there is a differentiable homeomorphism $x: W \rightarrow \bar{W}$ which maps fibres $W_{x}$ into fibres $\bar{W}_{x}$ such that

$$
x\left(a+a^{\prime}\right)=x(a)+\varkappa\left(a^{\prime}\right), x(c a)=\bar{c} \varkappa(a) \text { for } a, a^{\prime} \in W_{x}, c \in \mathbf{C} .
$$

In terms of the local product structure $U_{i} \times \mathbf{C}_{a}$, the anti-isomorphism $x: W \rightarrow \bar{W}$ can be represented by conjugation. Clearly, if $W, W^{\prime}$ are isomorphic vector bundles then so are the vector bundles $\bar{W}, \bar{W}^{\prime}$.
15.3. c). Let $W$ be a differentiable vector bundle over $X$ given, for some open covering $\mathfrak{U}=\left\{U_{i}\right\}$, by differentiable coordinate transformations

$$
f_{i j}: U_{i} \cap U_{j} \rightarrow \mathbf{G} \mathbf{L}(q, \mathbf{C})
$$

Then the structure groups can be reduced to $\mathbf{U}(q)$. That is [see 4.1. b)], there are differentiable maps

$$
h_{i}: U_{i} \rightarrow \mathbf{G L}(q, \mathbf{C})
$$

such that

$$
h_{i}(x) f_{i j}(x) h_{j}^{-1}(x) \in \mathbf{U}(q) \quad \text { for } \quad x \in U_{i} \cap U_{j}
$$

Let $\dagger$ denote transposition of matrices and define

$$
g_{i}=\bar{h}_{i}^{\dagger} h_{i}: U_{i} \rightarrow \mathbf{G} \mathbf{L}(q, \mathbf{C})
$$

The dual vector bundle $W^{*}$ can be defined by the coordinate transformations

$$
\left(f_{i j}^{-1}\right)^{\dagger}: U_{i} \cap U_{j} \rightarrow \mathbf{G} \mathbf{L}(q, \mathbf{C})
$$

In terms of the local product structure $U_{i} \times \mathbf{C}_{q}$ we can define an antiisomorphism
by

$$
\psi: W \rightarrow W^{*}
$$

$$
\psi(u \times t)=u \times \overline{g_{i}(u) \cdot t}, \quad u \in U_{i}, \quad t \in \mathbf{C}_{\boldsymbol{q}}
$$

We call $\psi$ the "hermitian" anti-isomorphism defined by the above reduction of the structure groups. $\psi$ defines a hermitian metric on each fibre $W_{x}$ of $W$. The corresponding (positive definite) hermitian form is given by $\psi(a) \cdot a$. Here $a \in W_{x}$ and $\psi(a) \cdot a$ is the value of the linear form $\psi(a)$ on $a$. Similarly there is a hermitian anti-isomorphism $\psi^{-1}: W^{*} \rightarrow W$.
15.4. In this section we sketch results on the cohomology groups $H^{p, q}(V, W)$ due to Dolbeault [1, 2], Kodaira [3] and Serre [3].

Let $\mathscr{U}^{p, q}$ be the sheaf of germs of local differentiable differential forms of type $(p, q)$ on the complex manifold $V$. Then $\mathscr{A}^{p, q}$ is precisely (see 4.7) the sheaf of germs of local differentiable sections of the (differentiable) vector bundle $\lambda^{p} \boldsymbol{T} \otimes \lambda^{\sigma} \bar{T}$. Note that, by 15.3 b ), $\lambda^{a} \overline{\boldsymbol{T}}=\overline{\lambda^{a} \boldsymbol{T}}$.

The operator $d$ on differential forms can be written as a sum

$$
d=\partial+\boldsymbol{\partial}
$$

where $\partial=$ differentiation with respect to the $z$-variables,
$\delta=$ differentiation with respect to the $\bar{z}$-variables, and $\partial \partial=\partial \delta=\partial \delta+\delta \partial=0$.

The operator $\delta$ transforms forms of type $(p, q)$ into forms of type ( $p, q+1$ ) and therefore induces sheaf homomorphisms

$$
\boldsymbol{\delta}: \mathfrak{A}^{p, q} \rightarrow \mathfrak{A}^{p, q+1} .
$$

The kernel of $\delta: \mathscr{A}^{p, 0} \rightarrow \mathscr{A}^{p, 1}$ is the sheaf $\Omega\left(\lambda^{p} \boldsymbol{T}\right)$ of germs of local holomorphic $p$-forms, since for a form of type $(p, 0)$ the statements " $\delta$ vanishes" and "holomorphic" are immediately equivalent. The embedding of $\Omega\left(\lambda^{p} \boldsymbol{T}\right)$ in $\mathscr{A}^{p, 0}$, together with the homomorphisms $\delta$, gives the following sequence of sheaves over $V$ :

$$
\begin{equation*}
0 \rightarrow \Omega\left(\lambda^{p} \boldsymbol{T}\right) \rightarrow \mathfrak{X}^{p, 0} \rightarrow \mathfrak{A}^{p, 1} \rightarrow \cdots \rightarrow \mathscr{A}^{p, q} \rightarrow \cdots . \tag{4}
\end{equation*}
$$

It has just been shown that the beginning of this sequence is exact. A "Poincare lemma" first proved by Grothendieck shows that the whole sequence (4) is exact (see Cartan [4], Dolbeault [1]).

Now let $W$ be a complex analytic vector bundle over $V$ with fibre $\mathbf{C}_{r}$. We consider the differentiable vector bundle $W \otimes \lambda^{p} \boldsymbol{T} \otimes \overline{\lambda^{q} \boldsymbol{T}}$ and denote the sheaf of germs of local differentiable sections of this vector bundle by $\mathscr{A}^{p, q}(W)$. Thus $\mathscr{A}^{p, q}(1)=\mathfrak{A}^{p, q}$. Sections of $\mathscr{A}^{p, q}(W)$, that is differentiable sections of the vector bundle $W \otimes \lambda^{p} \boldsymbol{T} \otimes \overline{\lambda^{\theta} \boldsymbol{T}}$ are called
differentiable differential forms (or simply: forms) of type $(p, q)$ with coefficients in $W$. We let
$A^{p, q}(W)=\Gamma\left(V, \mathscr{A}^{p, q}(W)\right)=\underset{\text { with coefficients in } W}{\text { C-module of global forms of type }(p, q)}$
$A^{p, q}=A^{p, q}(1) \quad=\mathbf{C}$-module of ordinary global forms of type ( $p, q$ ).

Let $W$ be given, over some open set $U_{i}$, by a local product structure $U_{i} \times \mathbf{C}_{r}$. A local form of type $(p, q)$ with coefficients in $W$ can be represented by an $r$-ple of ordinary local forms of type ( $p, q$ ). The operation $\delta$ acts on this $r$-ple. The identifications between $U_{i} \times \mathbf{C}_{r}$ and $U_{j} \times \mathbf{C}_{r}$ are given by holomorphic functions

$$
U_{i} \cap U_{i} \rightarrow \mathbf{G} \mathbf{L}(r, \mathbf{C})
$$

But $\delta$ is zero on holomorphic functions, and therefore the action of $\delta$ is independent of the choice of local product structure. Therefore $\delta$ induces a sheaf homomorphism

$$
\boldsymbol{\delta}: \mathfrak{A}^{p, q}(W) \rightarrow \mathfrak{A}^{p, q+1}(W) .
$$

The exactness of (4) now implies that the following sequence is exact:
$0 \rightarrow \Omega\left(W \otimes \lambda^{p} T\right) \rightarrow \mathfrak{A}^{p, 0}(W) \rightarrow \mathscr{A}^{p, 1}(W) \rightarrow \cdots \rightarrow \mathfrak{A}^{p, q}(W) \rightarrow \cdots$.
The sheaf of germs of local differentiable sections of a vector bundle over $V$ is fine (see 3.5). Therefore (6) is a fine resolution of the sheaf $\Omega\left(W \otimes \lambda^{p} T\right)$, and Theorem 2.12 .1 implies

Theorem 15.4.1 (Dolbeault-Serre). The complex vector space $H^{p, q}(V, W)=H^{q}\left(V, W \otimes \lambda^{p} T\right)$ is isomorphic to the q-th cohomology module of the $\partial$-resolution (6). That is,

$$
\begin{equation*}
H^{p, q}(V, W) \cong Z^{p, q}(\dot{W}) / \delta\left(A^{p, q-1}(W)\right) \tag{7}
\end{equation*}
$$

where $Z^{p, q}(W)$ is the module of all those global forms of type $(p, q)$ with coefficients in $W$ which vanish under $\delta$.

An immediate corollary is the fact that $H^{p, q}(V, W)$ is zero if $p$ or $q$ is greater than the complex dimension of $V$.

For the remainder of this paragraph it will be assumed that $V$ is compact. Let $n=\operatorname{dim} V$. Consider the vector bundle $W^{*}$ dual to $W$. A product

$$
A^{p, q}(W) \times A^{r, s}\left(W^{*}\right) \rightarrow A^{p+r, q+s}(1)
$$

can be defined in a natural way. The product of $\alpha \in A^{p, q}(W)$ and $\beta \in A^{r, a}\left(W^{*}\right)$ is denoted by $\alpha \wedge \beta$. For $W=1$ it is the usual exterior product of forms. The product satisfies

$$
\begin{align*}
\delta(\alpha \wedge \beta) & =\delta \alpha \wedge \beta+(-1)^{p+q} \alpha \wedge \delta \beta  \tag{8}\\
\alpha \wedge \beta & =(-1)^{(p+q)(r+\varepsilon)} \beta \wedge \alpha .
\end{align*}
$$

If $r=n-p$ and $s=n-q$ then $\alpha \wedge \beta \in A^{n, n}(1)$ and the integral

$$
\iota(\alpha, \beta)=\int_{V} \alpha \wedge \beta
$$

is well defined. If $\alpha=\delta \gamma, \gamma \in A^{p, q^{-1}}(W)$, and $\delta \beta=0$ then by ( 8 ) and Stokes' Theorem

$$
\iota(\alpha, \beta)=\int_{V} \delta(\gamma \wedge \beta)=\int_{V} d(\gamma \wedge \beta)=0
$$

Similarly $\iota(\alpha, \beta)=0$ if $\beta=\delta \gamma, \gamma \in A^{n-p, n-q-1}\left(W^{*}\right)$ and $\delta \alpha=0$. Therefore by (7) the bilinear form $\iota$ induces a pairing of $H^{p, a}(V, W)$ and $H^{n-p, n-q}\left(V, W^{*}\right)$ with values in C. Thus if $a \in H^{p, a}(V, W)$, $b \in H^{n-p, n-a}\left(V, W^{*}\right)$ the complex number $\iota(a, b)$ is defined, depends only on ( $a, b$ ), and is linear in $a$ and $b$.

Kodaira has extended the theory of harmonic forms to apply to forms with coefficients in $W$. Introduce a fixed hermitian metric on $V$. This induces [ 15.3 c )] an isomorphism $\overline{\mathbf{T}} \cong \boldsymbol{T}^{*}$.
Using this isomorphism and Theorem 3.6.1 we obtain isomorphisms

$$
\begin{aligned}
\lambda^{p} T \otimes \overline{\lambda^{q} T} & \cong \lambda^{p} T \otimes \lambda^{n} T^{*} \otimes \lambda^{n} T \otimes \lambda^{q} T^{*} \\
& \cong \lambda^{n-p} T^{*} \otimes \lambda^{n-q} T \\
& \cong \lambda^{n-q} T \otimes \lambda^{n-p} \bar{T}
\end{aligned}
$$

The result is a duality operator

$$
*: \lambda^{p} \mathbf{T} \otimes \overline{\lambda^{q} T} \rightarrow \lambda^{n-q} \boldsymbol{T} \otimes \overline{\lambda^{n-p} T}
$$

The isomorphism ** from $\lambda^{p} T \otimes \overline{\lambda^{q} T}$ on to itself is multiplication by $(-1)^{p+e}$.

Now let the structure groups of the vector bundle $W$ be reduced to the unitary group. By 15.3 c ) there are hermitian anti-isomorphisms

$$
\psi: W \rightarrow W^{*}, \quad \psi^{-1}: W^{*} \rightarrow W
$$

Let $x$ (conjugation) be the anti-isomorphism from $\lambda^{r} T \otimes \overline{\lambda^{s} T}$ to $\lambda^{s} T \otimes \overline{\lambda^{r} T}$. We define

$$
\#=\psi \otimes\left(x_{*}\right), \quad \tilde{\#}=\psi^{-1} \otimes\left(x_{*}\right)
$$

and obtain anti-isomorphisms

$$
\begin{aligned}
& \#: W \otimes \lambda^{p} \boldsymbol{T} \otimes \overline{\lambda^{a} \boldsymbol{T}} \rightarrow W^{*} \otimes \lambda^{n-p} \mathbf{T} \otimes \overline{\lambda^{n-q} \boldsymbol{T}} \\
& \tilde{\#}: W^{*} \otimes \lambda^{r} \boldsymbol{T} \otimes \overline{\lambda^{s} \boldsymbol{T}} \rightarrow W \otimes \lambda^{n-r} \mathbf{T} \otimes \overline{\lambda^{n-s} \boldsymbol{T}} .
\end{aligned}
$$

For $r=n-p, s=n-q$ the isomorphism $\tilde{\#} \#$ is multiplication by $(-1)^{p+q}$.
\# and \# induce anti-isomorphisms of the corresponding sheaves
\# : $\mathscr{A}^{p, q}(W) \rightarrow \mathscr{Q}^{n-p},{ }^{n-q}\left(W^{*}\right)$
$\tilde{\#}: \mathscr{A}^{r, s}\left(W^{*}\right) \rightarrow \mathfrak{A}^{n-r, n-s}(W)$

Since $W$ and $W^{*}$ are complex analytic there are sheaf homomorphisms

$$
\delta: \mathscr{A}^{p, q}(W) \rightarrow \mathscr{A}^{p, q+1}(W), \quad \delta: \mathscr{A}^{r, s}\left(W^{*}\right) \rightarrow \mathscr{A}^{r, \&+1}\left(W^{*}\right) .
$$

We define the homomorphism

$$
\mathfrak{\vartheta}: \mathscr{A}^{p, q}(W) \rightarrow \mathfrak{A}^{p, q-1}(W)
$$

by

$$
\boldsymbol{\vartheta}=-\tilde{\#} \boldsymbol{\delta} \# .
$$

If $\alpha, \beta \in A^{p, q}(W)$ are global forms of type $(p, q)$ with coefficients in $W$, the scalar product

$$
(\alpha, \beta)=\iota(\alpha, \# \beta)=\int_{V} \alpha \wedge \# \beta
$$

can be introduced. Then $(\alpha, \alpha) \geqq 0$, and $(\alpha, \alpha)=0$ if and only if $\alpha=0$.
With respect to this scalar product, $\vartheta$ and $\delta$ are adjoint operations:

$$
\begin{equation*}
(\alpha, \vartheta \beta)=(\delta \alpha, \beta) \quad \text { for } \quad \alpha \in A^{p, q}(W), \quad \beta \in A^{p, q-1}(W) . \tag{9}
\end{equation*}
$$

Proof: $(\alpha, \vartheta \beta)=-\int_{V} \alpha \wedge \# \tilde{\#} \boldsymbol{\delta} \# \beta=(-1)^{p+a+1} \int_{V} \alpha \wedge \delta \# \beta$.
Therefore $(\delta \alpha, \beta)-(\alpha, \vartheta \beta)=\int_{\boldsymbol{V}}\left(\delta \alpha \wedge \# \beta+(-1)^{p+q} \alpha \wedge \delta \# \beta\right)$

$$
=\int_{V} \delta(\alpha \wedge \# \beta)
$$

$$
=\int_{V} d(\alpha \wedge \# \beta)
$$

$$
=0 \text { by Stokes' theorem. }
$$

We now define the complex Laplace-Beltrami operator $\square: A^{p, q}(W)$ $\rightarrow A^{p, q}(W)$ by $\square=\boldsymbol{\vartheta} \boldsymbol{\delta}+\boldsymbol{\delta} \boldsymbol{\vartheta}$. The subspace of elements $\alpha \in A^{p, q}(W)$ for which $\square \alpha=0$ will be denoted by $B^{p, q}(W)$. This is the subspace of "complex harmonic" forms. As in the usual case, (9) implies: $\square \alpha=0$ if and only if $\boldsymbol{\vartheta} \boldsymbol{\alpha}=\boldsymbol{\delta} \alpha=\boldsymbol{0}$.

The methods of the theory of harmonic integrals now show that with respect to the scalar product $A^{p, q}(W)$ can be represented as the direct sum of three mutually orthogonal components:

$$
A^{p, q}(W)=\delta A^{p, q-1}(W) \oplus \vartheta A^{p, q+1}(W) \oplus B^{p, q}(V, W)
$$

Hence $Z^{p, q}(W)=\delta A^{p, q-1}(W) \oplus B^{p, q}(V, W)$ and therefore, by Theorem 15.4.1,

$$
H^{p, q}(V, W) \cong Z^{p, q}(W) / \delta A^{p, q-1}(W) \cong B^{p, q}(V, W)
$$

From the fact that $\square$ is an elliptic partial differential operator over the compact manifold $V$, Kodaira deduces that $B^{p, q}(V, W)$ is finite dimensional, and hence that $H^{p, q}(V, W)$ is finite dimensional [see also Spencer [2]; a general definition of elliptic differential operator is given in the appendix (25.1) together with references to proofs of finite dimensionality (25.2)]. The operators $\vartheta, \delta, \square$ are defined equally for the
sheaves $\mathscr{A}^{p, q}\left(W^{*}\right)$ and the operator induces an anti-isomorphism from $B^{p, q}(V, W)$ to $B^{n-p, n-q}\left(V, W^{*}\right)$.

We collect the results, of whose proofs we have given a bare outline, in two theorems.

Theorem 15.4.2 (Kodaira [3]). Let $W$ be a complex analytic vector bundle over a compact complex manifold $V$. Then $H^{p, q}(V, W)$ is a finite dimensional vector space which (after the introduction of a hermitian metric on $V$ and a unitary structure for $W$; see 15.3 c )) is isomorphic to the vector space of "complex harmonic" forms of type $(p, q)$ with coetficients in $W$. In particular $H^{p}(V, W)=H^{0, p}(V, W)$ is finite dimensional. If $p>n$ or $q>n$ then $H^{p, q}(V, W)=0$.

Theorem 15.4.3 (SERRe [3]). Let $V, W$ be as in the previous theorem. The bilinear form $c$ is a dual pairing of the vector spaces $H^{p, a}(V, W)$ and $H^{n-p, n-q}\left(V, W^{*}\right)$. In particular if $K=\lambda^{n} T$ is the canonical line bundle then $H^{p}(V, W)$ and $H^{n-q}\left(V, K \otimes W^{*}\right)$ are dual vector spaces.

We write $\operatorname{dim} H^{p, q}(V, W)=h^{p, q}(V, W)$ and $\operatorname{dim} H^{p, q}(V, 1)=h^{p, q}(V)$ [ = the "number "of complex harmonic forms of type ( $p, q$ ) on $V$ ].

Remarks: Counter-examples show that it is not true in general that $h^{p, q}(V)=h^{q, p}(V)$. It will be shown in 15.6 that this is however true when $V$ is a KÄHLER manifold. This fact will be used in the proof of Theorem 15.8.2. There is a generalisation of Theorem 15.4.2, due to Cartan-Serre [1], which is mentioned in the appendix (23.1).
15.5. Let $W$ be a complex analytic vector bundle over a compact complex manifold $V_{n}$. Since the groups $H^{i}(V, W)$ are finite dimensional, and zero for $\boldsymbol{i}>\boldsymbol{n}$, the Euler-Poincaré characteristic

$$
\chi(V, W)=\sum_{i=0}^{\infty}(-1)^{i} \operatorname{dim} H^{i}(V, W)=\sum_{i=0}^{n}(-1)^{i} \operatorname{dim} H^{i}(V, W)
$$

is defined (2.10). Define $\chi^{\triangleright}(V, W)$ by

$$
\begin{equation*}
\chi^{p}(V, W)=\chi\left(V, W \otimes \lambda^{p} T\right)=\sum_{q=0}^{n}(-1)^{q} h^{p, q}(V, W) . \tag{10}
\end{equation*}
$$

Then
$\chi^{0}(V, W)=\chi(V, W)$ and $\chi^{p}(V, W)=0$ for $p<0$ and $p>n$.
For $W=1$ we naturally write

$$
\chi^{p}(V, 1)=\chi^{p}(V)=\sum_{q=0}^{n}(-1)^{q} h^{p, q}(V)
$$

By using an indeterminate $y$ we can define

$$
\begin{equation*}
\chi_{v}(V, W)=\sum_{p=0}^{n} \chi^{p}(V, W) y^{p}, \quad \chi_{\nu}(V)=\sum_{p=0}^{n} \chi^{p}(V) y^{p} . \tag{12}
\end{equation*}
$$

We call $\chi_{\nu}(V, W)$ the $\chi_{\nu}$-characteristic of the vector bundle $W$ and
$\chi_{y}(V)$ the $\chi_{y}$-genus of $V$. By definition
$\chi_{0}(V, W)=\chi^{0}(V, W)=\chi(V, W)$ and $\chi_{0}(V)=\chi^{0}(V)=\chi(V)$.
$\chi(V)=\sum_{q=0}^{n}(-1)^{q} h^{0, q}(V)$ is called the arithmetic genus of $V$.
The Serre duality theorem (15.4.3) implies that

$$
\begin{align*}
\chi^{p}(V, W) & =(-1)^{n} \chi^{n-p}\left(V, W^{*}\right) \\
\chi(V, W) & =(-1)^{n} \chi\left(V, K \otimes W^{*}\right) \tag{14}
\end{align*}
$$

We emphasise that the arithmetic genus $\chi(V)$ of a compact complex manifold $V$ is defined as the EUlER-PoIncare characteristic of the cohomology with coefficients in the sheaf of germs of local holomorphic functions on $V$.
15.6. Let $V_{n}$ be a compact complex manifold. A hermitian metric on $V$ has the form

$$
\begin{equation*}
d s^{2}=2 \sum g_{\alpha \beta}(z, \bar{z})\left(d z^{\alpha} \cdot d \bar{z}^{\beta}\right), \quad \overline{g_{\alpha \beta}}=g_{\beta \alpha} \tag{15}
\end{equation*}
$$

with respect to local coordinates $z^{\alpha}(\alpha=1, \ldots, n)$. To each hermitian metric $d s^{2}$ is associated an exterior differential form

$$
\begin{equation*}
\omega=i \sum g_{\alpha \beta}(z, \bar{z}) d z^{\alpha} \wedge d \bar{z}^{\beta} \tag{16}
\end{equation*}
$$

which can be written as a real differential form by using real coordinates $x^{\alpha}(\alpha=1, \ldots, 2 n)$ for which $z^{\alpha}=x^{2 \alpha-1}+i x^{2 \alpha}$. The hermitian metric $d s^{2}$ is called a KÄHLER metric if $d \omega=0$ (KÄHLER [2]). The form $\omega$ then represents an element of the cohomology group $H^{2}(V, \mathbf{R})$ which is called the fundamental class of the KÄHLER metric (here we are of course using the De RHam isomorphism).

In the present work we adopt the following terminology: by a manifold with a KÄHLER metric we mean a compact complex manifold with a particular choice of KäHLER metric; by a KÄHLER manifold we mean a compact complex manifold which admits at least one KÄHLER metric. We summarise briefly the properties of KÄHLER manifolds needed for the present work. A fuller account can be found in WeIl [2].
15.7. Let $V$ be a manifold with a KÄHLER metric. Then the $h^{p, q}(V)$ can be calculated with the help of the KÄHLER metric by choosing $W=1$ in 15.4. The following discussion is concerned with this case.

For a KÄhler metric the complex Laplace-Beltrami operator $\square$ is equal to $\frac{\Delta}{2}$, where $\triangle$ is the real Laplace operator $d \delta+\delta d,(\delta=-* d *)$. The operator $\square$ therefore commutes with conjugation, and $\alpha \rightarrow \bar{\alpha}$ defines an anti-isomorphism from $B^{p, q}$ [harmonic forms of type $(p, q)$ ] on to $B^{q, p}$ [harmonic forms of type $\left.(q, p)\right]$. Therefore a (compact) KÄHLER manifold $V$ has

$$
\begin{equation*}
h^{p, q}(V)=h^{q, p}(V), \quad h^{p, q}(V)=\operatorname{dim} B^{p, q} \tag{17}
\end{equation*}
$$

The theory of de Rham and Hodge gives a natural isomorphism

$$
\begin{equation*}
H^{r}(V, \mathrm{C}) \cong \sum_{p+q=r} B^{p, q} \tag{18}
\end{equation*}
$$

Therefore the $r$-th Betti number $\boldsymbol{b}_{\boldsymbol{r}}(V)$ satisfies

$$
\begin{equation*}
b_{r}(V)=\sum_{p+q=r} h^{p, q}(V) . \tag{18*}
\end{equation*}
$$

Under the isomorphism (18) the subspace $B^{p, q}$ of $H^{p+q}(V, C)$ is represented, in the sense of de Rham, by the subspace of forms $\alpha$ of type $(p, q)$ with $d \alpha=0$. Elements of this subspace, which clearly does not depend on the particular choice of Kähler metric, are said to be of type ( $p, q$ ).

An element of $H^{p+q}(V, Z)$ or $H^{p+q}(V, \mathbf{R})$ is said to be of type $(p, q)$ if when regarded as an element of $H^{p+q}(V, \mathbf{C})$ it is of type $(p, q)$.

Formulae (17), (18*) are in general false for arbitrary compact complex manifolds. For a Kähler manifold $V$, (17) gives $h^{0, q}=h^{q, 0}$. For an arbitrary compact complex manifold $h^{q, 0}$ is by definition $\operatorname{dim} H^{0}\left(V, \lambda^{a} T\right)$, that is the dimension of the complex vector space of holomorphic $q$-forms on $V$. These are also called the forms of the first kind of degree $q$. Let $g_{q}=h^{q, 0}$. Then we have proved

Theorem 15.7.1. The arithmetic genus $\chi\left(V_{n}\right)$ of a compact Kähler manifold $V_{n}$ is equal to $\sum_{i=0}^{n}(-1)^{i} g_{i}$, where $g_{i}$ is the number of forms of the first kind of degree $i$ on $V_{n}$ linearly independent over $\mathbf{C}$.
15.8. We have associated (in 15.5) a polynomial $\chi_{y}(V)$ to each compact complex manifold $V$. For $y=0$ the value of this polynomial is the arithmetic genus of $V$. The next two theorems give an interpretation of the value of $\chi_{y}(V)$ for $y=-1$ and for $y=1$.

Theorem 15.8.1. If $V_{n}$ is a compact complex manifold then

$$
\chi_{-1}\left(V_{n}\right)=\sum_{p=0}^{n}(-1)^{p} \chi^{p}\left(V_{n}\right)=\sum_{p, q}(-1)^{p+q} h^{p, q}\left(V_{n}\right)
$$

is equal to the (ordinary) Euler-Poincart characteristic $E\left(V_{n}\right)$.
Proof (due to Serre [3], p. 26): Let $\Omega^{p}=\Omega\left(\lambda^{p} T\right)$ be the sheaf of germs of local holomorphic $p$-forms. The operator $d$ defines an exact sequence

$$
0 \rightarrow C \rightarrow \Omega^{0} \rightarrow \Omega^{1} \rightarrow \cdots \rightarrow \Omega^{n} \rightarrow 0 .
$$

$E\left(V_{n}\right)$ is the Euler-Poincare characteristic of cohomology with coefficients in the constant sheaf $\mathbf{C}$. The result now follows from Theorem 2.10.3.

Remark: If $V_{n}$ is a Kähler manifold then Theorem 15.8 .1 is an immediate consequence of ( $\mathbf{1 8}^{\boldsymbol{*}}$ ).

Theorem 15.8 .2 (see Hodge [4]). If $V_{n}$ is a (compact) Kähler manifold then

$$
\chi_{1}\left(V_{n}\right)=\sum_{p=0}^{n} \chi^{p}\left(V_{n}\right)=\sum_{p, q}(-1)^{q} h^{p, q}\left(V_{n}\right)
$$

is equal to the index $\tau\left(V_{n}\right)$ defined in 8.2.
Proof: If $n$ is odd then by Serre duality (Theorem 15.4.3)

$$
\chi^{p}\left(V_{n}\right)=(-1)^{n} \chi^{n-p}\left(V_{n}\right)=-\chi^{n-p}\left(V_{n}\right)
$$

and therefore $\sum_{p=0}^{n} \chi^{p}\left(V_{n}\right)=0$. On the other hand $\tau\left(V_{n}\right)=0$ by definition. Thus for $n$ odd the theorem is true for arbitrary compact complex manifolds.

Now suppose $n$ is even. We shall use a number of facts on manifolds with a Kähler metric. For these we refer to Eckmann-Guggenheimer [1, 2], Guggenheimer [1], Hodge [1] and Weil [2]. If $z_{j}=x_{2 j-1}+$ $+i x_{2 j}$ are local complex coordinates then Eckmann-Guggenheimer and Hodge use the orientation for $V_{n}$ given by $d x_{1} \wedge d x_{3} \wedge \cdots \wedge d x_{2 n-1} \wedge$ $d x_{2} \wedge d x_{4} \wedge \cdots \wedge d x_{2 n}$. We use the orientation given by the natural order $d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{2 n}$. The two orientations differ by a $\operatorname{sign}(-1)^{\frac{n(n-1)}{2}}$. To simplify the subsequent formulae we assume that $n=2 m$.

Let $B^{p, q}$ be the complex vector space of harmonic forms of type $(p, q)$. The fundamental form $\omega$ defined in 15.6 is a particular harmonic form of type ( 1,1 ) whose product with any other harmonic form is again harmonic.

Define a homomorphism

$$
L: B^{p, q} \rightarrow B^{p+1, q+1}
$$

by associating to each form $\alpha \in B^{p, q}$ the form $L \alpha=\omega \alpha \in B^{p+1, q+1}$. Then, since $\omega$ is real, $\overline{L \alpha}=L \bar{\alpha}$. By 15.4 there is an anti-isomorphism

$$
\#: B^{p, q} \rightarrow B^{n-p, n-q}
$$

for which $\# \alpha=\overline{* \alpha}=* \bar{\alpha}$. We consider the homomorphism

$$
\Lambda: B^{p, q} \rightarrow B^{p-1, q-1}
$$

defined by $\Lambda=(-1)^{p+q} \# L \#$. Then $\Lambda=(-1)^{p+q} * L *$ and $\overline{\Lambda \alpha}=\Lambda \bar{\alpha}$.
The kernel of $\Lambda$ is denoted by $B_{0}^{p, q}$ and called the subspace of effective harmonic forms of type $(p, q)$.
(a) $\Lambda L^{k}: B_{0}^{p-k, q-k} \rightarrow B^{p-1, q-1} \quad(p+q \leqq n, k \geqq 1)$ is (up to a non-zero scalar factor) equal to $L^{k-1}$.
(b) $L^{k}: B_{0}^{p-k, q-k} \rightarrow B^{p, q}(p+q \leqq n)$ is a monomorphism.

For $p+q \leqq n$ there is a direct sum decomposition
(c) $B^{p, q}=B_{0}^{p, q} \oplus L B_{0}^{p-1, q-1} \oplus \cdots \oplus L^{r} B_{0}^{p-r, q-r}(r=\min (p, q))$.

We define $B_{k}^{p, q}=L^{k} B_{0}^{p-k, q-k}$. The elements of $B_{k}^{p, q}$ are called harmonic forms of type $(p, q)$ and class $k$. The following formula is then decisive for the proof:
(d) $\# \varphi=(-1)^{q+k} \bar{\varphi}$ for $\varphi \in B_{k}^{p, q}$ and $p+q=n$. Note that $\bar{\varphi}$ is an element of $B^{q, p}$.

The cohomology group $H^{n}\left(V_{n}, \mathbf{C}\right)$ is a complex vector space [see 15.7 (18)]
(e) $H^{n}\left(V_{n}, \mathbf{C}\right)=\underset{\substack{p+q=n \\ k \leq \min (p, q)}}{ } B_{i}^{\ell, q}$.

We recall that the scalar product

$$
(\alpha, \beta)=\int_{V_{n}} \alpha \wedge \# \beta
$$

is defined for harmonic forms $\alpha, \beta$ of the same total degree.
(f) The summands in the direct sum decomposition (e) are mutually orthogonal with respect to the scalar product.

Proof: The scalar product can be non-zero only if $\alpha \wedge \# \beta$ is of type $(n, n)$. Therefore $B_{n^{\prime}, q,} B_{k^{\prime}, q^{\prime}}^{p^{\prime}}$ are orthogonal for $(p, q) \neq\left(p^{\prime}, q^{\prime}\right)$. If $\alpha \in B_{k}^{p, q}$ and $\beta \in B_{k^{p}, q}^{\phi^{\prime}}$ for $k>k^{\prime}$ and $p+q=n$ then
$(\alpha, \beta)=\left(L^{k} \alpha_{0}, L^{k^{\prime}} \beta_{0}\right)$ with $\alpha_{0}, \beta_{0}$ effective ( $\left.\Lambda \alpha_{0}=\Lambda \beta_{0}=0\right)$.
Since $L$ and $\Lambda$ are adjoint operators, $(L \alpha, \varphi)=(\alpha, \Lambda \varphi)$, and therefore, by (a), $(\alpha, \beta)=\left(\alpha_{0}, \Lambda^{k} L^{k^{\prime}} \beta_{0}\right)=0$.

The cohomology groups $H^{n}\left(V_{n}, \mathbf{R}\right)$ can be identified with the real vector space of real harmonic forms. There is a direct sum decomposition
(g) $H^{n}\left(V_{n}, \mathbf{R}\right)=\sum E_{k}^{k, q} \quad(p+q=n, k \leqq p \leqq q)$
where $E_{k}^{p, q}$ is the real vector space of real harmonic forms $\alpha$ which can be written in the form $\alpha=\varphi+\bar{\varphi}$ with $\varphi \in B_{k}^{p, q}$ (and hence $\bar{\varphi} \in B_{k}^{q, p}$ ). Clearly $\boldsymbol{\tau}\left(V_{n}\right)$ is the index (see 8.1) of the quadratic form

$$
Q(\alpha, \beta)=\int_{V_{n}} \alpha \wedge \beta \quad\left(\alpha, \beta \in H^{n}\left(V_{n}, \mathbf{R}\right)\right) .
$$

By (d) and (f) the real vector space summands in the sum (g) are mutually orthogonal with respect to this quadratic form. Now (d) implies that the quadratic form $(-1)^{q^{+k}} Q(\alpha, \beta)$ is positive definite when restricted to $E_{k}^{\text {p,q}}$ 。

Therefore

$$
\tau\left(V_{n}\right)=\sum(-1)^{q+k} \operatorname{dim}_{\mathbf{R}} E_{k}^{\phi, q}
$$

(the sum is over $p+q=n, k \leqq p \leqq q$ ).
Clearly $\operatorname{dim}_{\mathbf{R}} E_{k}^{\text {t,q } q}=\mathbf{2} \operatorname{dim}_{\mathbf{c}} B_{k}^{p, q}$ for $p<q$. If $n=\mathbf{2 m}$ then $\operatorname{dim}_{\mathbf{R}} E_{k}^{m, m}$ $=\operatorname{dim}_{c} B_{k}^{m, m}$.

Therefore
(h) $\tau\left(V_{n}\right)=\sum(-1)^{q+k} \operatorname{dim}_{\mathrm{c}} B_{k}^{p, q} \quad(p+q=n, k \leqq \min (p, q))$.

Now let $h^{p, q}=\operatorname{dim}_{c} B^{p, q}$ as before. It follows from (b) and (c) that
(i) $h^{p-k, q-k}-h^{p-k-1, q-k-1}=\operatorname{dim}_{\mathrm{c}} B_{k}^{p, q} \quad$ for $\quad p+q \leqq n$.

Since $h^{r, s}=h^{s, r}=h^{n-r, n-s}$ we have
(j) $h^{p-k-1, q-k-1}=h^{p+k+1, q+k+1}$ for $p+q=n$.

Finally (h), (i) and (j) imply

$$
\begin{aligned}
\tau\left(V_{n}\right) & =\sum_{\substack{k \geq 0 \\
k \geq 0}}(-1)^{q-k} h^{p-k, q-k}+\sum_{\substack{k \geq 0 \\
p+q=n}}(-1)^{q+k+1} h^{p+k+1, q+k+1} \\
& =\sum_{p+q \leq n}(-1)^{q} h^{p, q}+\sum_{p+q>n}(-1)^{q} h^{p, q} \\
& =\sum_{p, q}(-1)^{q} h^{p, q} . \quad \text { Q.E.D. }
\end{aligned}
$$

Theorem 15.8.2 is used in 19.5 to give an essential step in the proof of the Riemann-Roch theorem.

Problem: Find a direct proof of Theorem 15.8 .2 which is valid for an arbitrary compact complex manifold $V_{n}$. A somewhat indirect proof is sketched in the appendix (25.4).
15.9. Let $V$ be a KäHLEr manifold (15.6). The exact sequence $0 \rightarrow \mathbf{Z} \rightarrow \mathbf{C}_{\boldsymbol{\omega}} \rightarrow \mathbf{C}_{\boldsymbol{\omega}}^{*} \rightarrow \mathbf{0}$ defines an exact cohomology sequence [see 2.5 (11) and Theorem 2.10.1; by definition $\mathrm{C}_{\omega}=\Omega$ ]:

$$
\begin{equation*}
H^{1}\left(V, \mathrm{C}_{\omega}^{*}\right) \xrightarrow{\boldsymbol{o}_{\frac{1}{2}}} H^{2}(V, Z) \rightarrow H^{2}(V, \Omega) . \tag{19}
\end{equation*}
$$

Now $H^{2}(V, \Omega)=H^{2}(V, 1) \cong B^{0,2}(V)$. Therefore (Kodaira-Spencer [2]): an element $a \in H^{2}(V, Z)$ is mapped on to the zero element of $H^{2}(V, \Omega)$ if and only if $a$ is of type $(1,1)$.

By Theorem 4.3.1, if $\xi \in H^{1}\left(V, \mathbf{C}_{\omega}^{*}\right)$ is a complex analytic $\mathbf{C}^{*}$-bundle then $\delta_{*}^{1} \xi=c_{1}(\xi)$. If $F$ is a complex line bundle over $V$ and $\xi$ is the associated $C^{*}$-bundle then $c_{1}(\xi)$ is called the cohomology class of $F$. The exactness of (19) then implies

Theorem 15.9.1 (Lefschetz-Hodge, Kodaira-Spencer [2]). Let V be a compact KÄHLER manifold. An element $a \in H^{2}(V, Z)$ is the cohomology class of a complex analytic line bundle over $V$ if and only if $a$ is of type (1, 1).

Remark: This theorem has also been proved in the non-Kähler case by Dolbeault ([2], Théorème 2.3).
15.10. Let $V$ be a KäHLer manifold with $h^{p, q}=0$ for $p \neq q$. Then $\chi_{\nu}(V)$ is essentially equal to the Poincare polynomial $P(t ; V)=\sum b_{r} t^{r}$ of $V\left(b_{r}=r\right.$-th Betti number of $\left.V\right)$. More precisely,

$$
\chi^{p}(V)=\sum_{q}(-1)^{4} h^{p, q}=(-1)^{p} h^{p, p}=(-1)^{p} b_{2 p} .
$$

The odd Betri numbers of $V$ are zero and so

$$
\begin{equation*}
\chi_{-t}(V)=P(t ; V)=\sum b_{r} t^{r} . \tag{20}
\end{equation*}
$$

Kähler manifolds with this property include the complex projective spaces and the flag manifolds $\mathbf{F}(n)$. For $\mathbf{F}(n)$ this can be seen as follows: the cohomology ring $H^{*}(\mathbf{F}(n), Z)$ is generated by elements $\gamma_{i} \in H^{2}(\mathbf{F}(n)$, Z). By 14.2 there are complex analytic $\mathbf{C}^{*}$-bundles $\xi_{i}$ over $\mathbf{F}(n)$ with $c_{1}\left(\xi_{i}\right)=\gamma_{i}$. By the "only if" of Theorem 15.9.1 the $\gamma_{i}$ are of type ( 1,1 ) and therefore any cohomology class of $\mathbf{F}(n)$ is of type $(p, p)$. Notice in particular that for the complex projective spaces and for the flag manifolds the polynomials $\chi_{y}$ and $T_{y}$ (see 14.4) agree, since both are essentially equal to the Poincaré polynomial.
15.11. If $V_{n}$ and $V_{m}^{\prime}$ are Kähler manifolds then

$$
\begin{equation*}
h^{p, q}\left(V_{n} \times V_{m}^{\prime}\right)=\sum_{\substack{r+u=p \\ s+v=q}} h^{r, s}\left(V_{n}\right) h^{u, v}\left(V_{m}^{\prime}\right) \tag{21}
\end{equation*}
$$

Let $y, z$ be indeterminates and associate to each Kähler manifold $V$ the polynomial $\Pi_{y, z}(V)=\sum_{p, q} h^{p, q} y^{p} z^{q}$. Then (21) is equivalent to

$$
\begin{equation*}
\Pi_{y, z}\left(V_{n} \times V_{m}^{\prime}\right)=\Pi_{y, z}\left(V_{n}\right) \cdot \Pi_{y, z}\left(V_{m}^{\prime}\right) \tag{22}
\end{equation*}
$$

Let $z=-1$ in (22). Then $\Pi_{y,-1}=\chi_{y}$ and

$$
\begin{equation*}
\chi_{y}\left(V_{n} \times V_{m}^{\prime}\right)=\chi_{y}\left(V_{n}\right) \cdot \chi_{y}\left(V_{m}^{\prime}\right) \tag{23}
\end{equation*}
$$

another property common to $\chi_{y}$ and $T_{y}$.

## §16. Further properties of the $x_{y}$-characteristic

In this paragraph $V$ is always a complex manifold.
16.1. Consider an exact sequence

$$
\begin{equation*}
0 \rightarrow W^{\prime} \xrightarrow{h^{\prime}} W \xrightarrow{h} W^{\prime \prime} \rightarrow 0 \tag{1}
\end{equation*}
$$

of complex analytic vector bundles over $V$ [see 4.1 d$)]$. The sequence of sheaves

$$
\begin{equation*}
0 \rightarrow \Omega\left(W^{\prime}\right) \xrightarrow{h^{\prime}} \Omega(W) \xrightarrow{h} \Omega\left(W^{\prime \prime}\right) \rightarrow 0, \tag{2}
\end{equation*}
$$

obtained from (1) by taking sheaves of germs of local holomorphic sections, is also exact.

Proof: Every germ $s^{\prime} \in \Omega\left(W^{\prime}\right)$ of a local holomorphic section of $W^{\prime}$ is mapped to a germ $h^{\prime}\left(s^{\prime}\right) \in \Omega(W)$, every germ $s \in \Omega(W)$ to a germ $h(s) \in \Omega\left(W^{\prime \prime}\right)$. The sequence $0 \rightarrow \Omega\left(W^{\prime}\right) \rightarrow \Omega(W) \rightarrow \Omega\left(W^{\prime \prime}\right)$ is clearly exact, so it remains to prove that every germ $s^{\prime \prime} \in \Omega\left(W^{\prime \prime}\right)$ can be written in the form $s^{\prime \prime}=h(s), s \in \Omega(W)$. This is a consequence of Remark 2 of 4.1 d ).

Theorem 16.1.1. Let

$$
\begin{equation*}
0 \rightarrow W^{\prime} \rightarrow W \rightarrow W^{\prime \prime} \rightarrow 0 \tag{1}
\end{equation*}
$$

be an exact sequence of complex analytic vector bundles over a compact complex manitold $V$. Then

$$
\begin{equation*}
\chi(V, W)=\chi\left(V, W^{\prime}\right)+\chi\left(V, W^{\prime \prime}\right) . \tag{3}
\end{equation*}
$$

More generally

$$
\begin{equation*}
\chi^{\natural}(V, W)=\chi^{p}\left(V, W^{\prime}\right)+\chi^{p}\left(V, W^{\prime}\right), \tag{*}
\end{equation*}
$$

so that

$$
\chi_{\nu}(V, W)=\chi_{\nu}\left(V, W^{\prime}\right)+\chi_{\nu}\left(V, W^{\prime \prime}\right) .
$$

Proof: The sheaves which occur in (2) are of type ( $F$ ) by Theorem 15.4.2, and therefore (3) follows from Theorem 2.10.2. To obtain ( $3^{*}$ ) it is sufficient to replace (1) by the sequence

$$
\begin{equation*}
\mathbf{0} \rightarrow W^{\prime} \otimes \lambda^{\triangleright} \boldsymbol{T} \rightarrow W \otimes \lambda^{\triangleright} \boldsymbol{T} \rightarrow W^{\prime \prime} \otimes \lambda^{\triangleright} \boldsymbol{T} \rightarrow \mathbf{0} \tag{1*}
\end{equation*}
$$

which is exact by Theorem 4.1.2. (3*) follows by applying (3) to ( $\mathbf{1}^{*}$ ).
Theorem 16.1.2. Let $W$ be a complex analytic vector bundle (fibre $\mathbf{C}_{q}$ ) over a compact complex manitold $V$, and suppose that the structure group of $W$ can be complex analytically reduced to the triangular group $\Delta(q, \mathbf{C})$. Let $A_{1}, A_{2}, \ldots, A_{q}$ be the corresponding diagonal line bundles [see 4.1 e )]. Let $W^{\prime}$ be another complex analytic vector bundle over $V$. Then

$$
\begin{aligned}
& \chi\left(V, W^{\prime} \otimes W\right) \\
& \quad=\chi\left(V, W^{\prime} \otimes A_{1}\right)+\chi\left(V, W^{\prime} \otimes A_{2}\right)+\cdots+\chi\left(V, W^{\prime} \otimes A_{a}\right) .
\end{aligned}
$$

Proof by induction on $q$ : The theorem is trivial for $q=1$. Suppose it is proved for $q-1$. There is an exact sequence

$$
0 \rightarrow A_{1} \rightarrow W \rightarrow W / A_{1} \rightarrow 0
$$

in which the vector bundle $W / A_{1}$ admits $\Delta(q-1, \mathrm{C})$ as structure group with $A_{2}, \ldots, A_{q}$ as diagonal line bundles. The induction hypothesis implies that

$$
\chi\left(V, W^{\prime} \otimes W / A_{1}\right)=\chi\left(V, W^{\prime} \otimes A_{2}\right)+\cdots+\chi\left(V, W^{\prime} \otimes A_{a}\right) .
$$

Now (3), applied to the exact sequence

$$
0 \rightarrow W^{\prime} \otimes A_{1} \rightarrow W^{\prime} \otimes W \rightarrow W^{\prime} \otimes W / A_{1} \rightarrow 0
$$

implies that $\chi\left(V, W^{\prime} \otimes W\right)=\chi\left(V, W^{\prime} \otimes A_{1}\right)+\chi\left(V, W^{\prime} \otimes W / A_{1}\right)$. This completes the proof.
16.2. Let $W$ be a vector bundle over the complex manifold $V$ and $S$ a non-singular divisor of $V$ (see 15.2). Let $\mathfrak{u}=\left\{U_{i}\right\}$ be an open covering of $V$ for which $S$ is given by holomorphic functions $s_{i}$ on $U_{i}$. The $\mathrm{C}^{*}$-bundle $[S]$ is then represented by the cocycle $\left\{s_{i j}\right\}=\left\{s_{i} / s_{j}\right\}$. Let $\{S\}$ be the associated line bundle constructed from the cocycle $\left\{s_{i j}\right\}$ by identifications on $U\left(U_{i} \times \mathbf{C}\right)$ [see 3.2. a) and 15.2]. The maps $s_{i}: U_{i} \rightarrow \mathbf{C}$
define a global section $s$ of $\{S\}$ which is zero at points of $S$ and non-zero elsewhere. Let $(W \otimes\{S\})_{S}$ be the restriction to $S$ of the vector bundle $W \otimes\{S\}$, and let $\Omega\left((W \otimes\{S\})_{S}\right)$ be the sheaf over $S$ of germs of locally holomorphic sections of $(W \otimes\{S\})_{s}$. The extension by zero of this sheaf from $S$ to the whole of $V$ will be denoted by $\Omega\left((W \otimes\{S\})_{S}\right)$ as in Theorem 2.4.3.

Theorem 16.2.1. Let $V$ be a complex manifold and let $S$ be a nonsingular divisor of $V$. Let $W$ be a complex analytic vector bundle over $V$. There is an exact sequence

$$
\begin{equation*}
0 \rightarrow \Omega(W) \rightarrow \Omega(W \otimes\{S\}) \rightarrow \Omega\left((W \otimes\{S\})_{S}\right) \rightarrow 0 \tag{4}
\end{equation*}
$$

of complex analytic sheaves on $V$.
Proof: Associate to each local section $s^{\prime}$ of $W$ the local section $s^{\prime} \otimes s$ of $W \otimes\{S\}$. Since $s$ is a global section of $\{S\}$, which is not identically zero on any open set of $V$, this defines a monomorphism $h^{\prime}: \Omega(W) \rightarrow$ $\rightarrow \Omega(W \otimes\{S\})$. Over the complement of $S$ in $V$ the section $s$ is never zero and therefore $h^{\prime}$ is onto. Hence the quotient sheaf $\Omega(W \otimes\{S\}) / \Omega(W)$ is zero over the complement of $S$, and is uniquely defined by its restriction to $S$. It is therefore sufficient to prove the exactness of the sequence

$$
\begin{equation*}
0 \rightarrow \Omega(W)\left|S \xrightarrow{h^{\prime}} \Omega(W \otimes\{S\})\right| S \xrightarrow{h} \Omega\left((W \otimes\{S\})_{S}\right) \rightarrow 0 \tag{5}
\end{equation*}
$$

where $\ldots \mid S$ denotes restriction of the sheaf $\ldots$ to $S$, and where $h$ is the homomorphism which restricts a section of $W \otimes\{S\}$ over an open set $U$ of $V$ to the corresponding section of $(W \otimes\{S\})_{S}$ over the open set $U \cap S$ of $S$.

To prove the exactness of (5) associate to each point $x \in S$ a neighbourhood $U_{x}$ in $V$ over which $W$ and $\{S\}$ are represented as product bundles $U_{x} \times \mathbf{C}_{q}$ and $U_{x} \times$ C. $U_{x}$ can be chosen so small that $U_{x} \subset U_{i}$ for some set $U_{i}$ of the covering. The section $s$ is given by the holomorphic function $s_{x}=s_{i} \mid U_{x}$. Now $W \otimes\{S\}$ is represented by the product bundle $U_{x} \times\left(\mathbf{C}_{a} \otimes \mathbf{C}\right)$. Consider the map $\mathbf{C}_{q} \otimes \mathbf{C} \rightarrow \mathbf{C}_{q}$ defined by $\left(z_{1}, \ldots, z_{q}\right) \otimes z \rightarrow\left(z_{1} z, \ldots, z_{q} z\right)$. This defines a product structure $U_{x} \times \mathbf{C}_{a}$ for $W \otimes\{S\}$. With respect to these product structures local holomorphic sections of $W$ and $W \otimes\{S\}$ are represented by $q$-ples ( $g_{1}, \ldots, g_{q}$ ) and ( $f_{1}, \ldots, f_{q}$ ) of local holomorphic functions. The homomorphism $h^{\prime}$ is then defined by

$$
\left(f_{1}, \ldots, f_{q}\right)=h^{\prime}\left(g_{1}, \ldots, g_{q}\right)=\left(s_{x} g_{1}, \ldots, s_{x} g_{q}\right)
$$

The homomorphism $h$ is the restriction of $\left(f_{1}, \ldots, f_{q}\right)$ to $S$ and is onto, since the germ of a local holomorphic function on $S$ is always the restriction of the germ of some local holomorphic function on $V$. This restriction is zero if and only if the local holomorphic functions $f_{1}, \ldots, f_{q}$ are each
divisible by $s_{x}$, that is, if and only if ( $f_{1}, \ldots, f_{q}$ ) lies in the image of $h^{\prime}$. This proves the exactness of (5).

If $V$ is compact then the non-singular divisor $S$ is itself a compact complex manifold, and $W_{S}$ is a complex analytic vector bundle over $S$. In the sequel we write simply $\chi(S, W)$ for $\chi\left(S, W_{S}\right)$, and similarly for $\chi^{p}(S, W)$ and $\chi_{y}(S, W)$. With these notations, if we replace $W$ in (4) by $W \otimes\{S\}^{-1}$ and apply Theorems 2.6.3 and 2.10.2, we obtain (see Kodaira-Spencer [3])

Theorem 16.2.2. Let $V$ be a compact complex manifold, $S$ a nonsingular divisor of $V$ and $W$ a complex analytic vector bundle over $V$. Then

$$
\begin{equation*}
\chi(V, W)=\chi\left(V, W \otimes\{S\}^{-1}\right)+\chi(S, W) \tag{6}
\end{equation*}
$$

In particular, when $W$ is the trivial line bundle

$$
\begin{equation*}
\chi(V)=\chi\left(V,\{S\}^{-1}\right)+\chi(S) . \tag{6*}
\end{equation*}
$$

16.3. Let $V, S$ be as in Theorem 16.2.2. For the rest of this paragraph it will be assumed that $V$ is compact. Denote the complex analytic contravariant tangent bundles of $V, S$ by $\mathfrak{T}(V), \mathfrak{T}(S)$. Then the vector bundles $\lambda^{p}(\mathcal{F}(V)), \lambda^{p}(\mathcal{S}(S))$ are the complex analytic vector bundles of contravariant $p$-vectors on $V, S$. The corresponding bundles of covariant $p$-vectors are denoted by $\lambda^{p}(T(V)), \lambda^{p}(T(S))$ as in 4.7. There is an exact sequence (see 4.9)

$$
\begin{equation*}
0 \rightarrow \mathfrak{T}(S) \rightarrow \mathfrak{F}(V)_{S} \rightarrow\{S\}_{S} \rightarrow 0 \tag{7}
\end{equation*}
$$

By Theorem 4.1.3* there is a corresponding exact sequence for bundles of contravariant $p$-vectors

$$
\begin{equation*}
0 \rightarrow \lambda^{p}(\mathfrak{T}(S)) \rightarrow \lambda^{p}\left(\mathfrak{T}(V)_{S}\right) \rightarrow \lambda^{p-1}(\mathfrak{T}(S)) \otimes\{S\}_{S} \rightarrow 0, \tag{8}
\end{equation*}
$$

and, by dualising, for bundles of covariant $p$-vectors

$$
0 \rightarrow \lambda^{p-1}(\boldsymbol{T}(S)) \otimes\{S\}_{\bar{S}^{1}} \rightarrow \lambda^{p}\left(\boldsymbol{T}(V)_{S}\right) \rightarrow \lambda^{p}(\boldsymbol{T}(S)) \rightarrow 0
$$

Let $W$ be a complex analytic vector bundle overo $V$, and consider the sequence obtained from ( $8^{\prime}$ ) by tensoring each term by $W_{S}$, the restriction of $W$ to $S$. By Theorem 16.1.1 the exact sequence obtained gives a formula

$$
\begin{equation*}
\chi\left(S, W \otimes \lambda^{p}(\boldsymbol{T}(V))\right)=\chi^{p-1}\left(S, W \otimes\{S\}^{-1}\right)+\chi^{p}(S, W) . \tag{9}
\end{equation*}
$$

Now replace $W$ in formula (6) by $W \otimes \lambda^{p}(T(V))$. A comparison with (9) gives the important "four term formula" [Kodaira-Spencer [3], Formula (14)]
$\chi^{p}(V, W)=\chi^{p}\left(V, W \otimes\{S\}^{-1}\right)+\chi^{p}(S, W)+\chi^{p-1}\left(S, W \otimes\{S\}^{-1}\right) \cdot\left(10_{\phi}\right)$
This formula holds for all $p \geqq 0$ provided that if $p=0$ the last term is interpreted as 0 [in this case we get (6)]. The term $\chi^{p}(S, W)$ is zero for
$p=n=\operatorname{dim} V$, and for $p>n$ all four terms are zero. If $y$ is an indeterminate, ( $10_{p}$ ) holds with each term multiplied by $y^{p}$, and summing over all $p \geqq 0$ gives
$\chi_{y}(V, W)=\chi_{y}\left(V, W \otimes\{S\}^{-1}\right)+\chi_{y}(S, W)+y \chi_{y}\left(S, W \otimes\{S\}^{-1}\right) \cdot\left(10^{*}\right)$
16.4. By repeated application of equation ( $10_{\phi}$ ), the integer $\chi^{p}(S, W)$ ( $p \geqq 0$ ) can be expressed as a linear combination of integers of the form $\chi^{q}(V, A)$ where each $A$ is a certain complex analytic vector bundle over $V$. For example $\left(10_{0}\right)=(6)$ gives

$$
\begin{equation*}
\chi^{0}(S, W)=\chi^{0}(V, W)-\chi^{0}\left(V, W \otimes\{S\}^{-1}\right) . \tag{0}
\end{equation*}
$$

The last term $\chi^{0}\left(S, W \otimes\{S\}^{-1}\right)$ in formula ( $10_{1}$ ) for $\chi^{1}(S, W)$ can be calculated by replacing $W$ in (110) by $W \otimes\{S\}^{-1}$. Thus

$$
\begin{align*}
\chi^{1}(S, W) & =\chi^{1}(V, W)-\chi^{1}\left(V, W \otimes\{S\}^{-1}\right)- \\
& -\chi^{0}\left(V, W \otimes\{S\}^{-1}\right)+\chi^{0}\left(V, W \otimes\{S\}^{-2}\right) . \tag{1}
\end{align*}
$$

A continuation of this method gives the formula
$\chi^{p}(S, W)=\sum_{i=0}^{p}(-1)^{i}\left[x^{p-i}\left(V, W \otimes\{S\}^{-i}\right)-x^{p-i}\left(V, W \otimes\{S\}^{-(i+1)}\right)\right]$.
This formula holds for all $p \geqq 0$. The left hand side of ( $11_{\phi}$ ) is zero for $p \geqq n$ because $S$ has complex dimension $n-1$, but it is not immediate that the terms on the right hand side cancel for $p \geqq n$. In other words, given a vector bundle $W$ and a non-singular divisor $S$, certain relations hold between the integers $\chi^{k}\left(V, W \otimes\{S\}^{r}\right)$. Do these relations still hold if $\{S\}$ is replaced by an arbitrary line bundle $F$ over $V$ ? We shall see that the answer is yes if $V$ is an algebraic manifold.
16.5. Let $\mathbf{Z}\{y\}$ be the integral domain of all formal power series $a_{0}+a_{1} y+a_{2} y^{2}+\cdots$ with integers $a_{i}$ as coefficients. The polynomial ring $\mathbf{Z}[y]$ is a subring of $\mathbf{Z}\{y\}$.

It is not possible to deduce from $\left(11_{p}\right)$ an expression of $\chi_{\nu}(S, W)$ as a linear combination of a finite number of polynomials of type $\chi_{\nu}(V, A)$. Nevertheless in the domain $\mathbf{Z}\{y\}$ of formal power series it is true that $\chi_{y}(S, W)=\sum_{i=0}^{\infty}(-y)^{4}\left[\chi_{y}\left(V, W \otimes\{S\}^{-i}\right)-\chi_{y}\left(V, W \otimes\{S\}^{-(i+1)}\right)\right]$.

The right hand side of ( $11^{*}$ ) is a formal power series which in fact terminates. The coefficient of $y^{p}$ in this power series is given by ( $11_{p}$ ) and is zero for $p \geqq n$.

## § 17. The virtual $x_{y}$-characteristic

17.1. The definition of the virtual $\chi_{\nu}$-genus and the virtual $\chi_{\nu}$-characteristic, as well as the associated calculations, are simplified by introducing the following formalism.

Let $E$ be an extension ring of the ring $\mathbf{Z}$ of rational integers, and let the integer 1 be the identity element of $E$. We consider the rings $\mathbf{Z}\{y\}$ and $E\{y\}$ of formal power series with coefficients in $Z$ and $E$ respectively. $\mathbf{Z}\{y\}$ is then a subring of $E\{y\}$. We call a map

$$
h: E\{y\} \rightarrow \mathbf{Z}\{y\}
$$

an allowable additive homomorphism (or d-homomorphism) if:
I) $h(u+v)=h(u)+h(v)$ for $\cdot u, v \in E\{y\}$,
II) $h(u v)=u h(v)$ for $u \in \mathbf{Z}\{y\}, v \in E\{y\}$.

In other words: $E\{y\}$ and $\mathbf{Z}\{y\}$ are regarded as $\mathbf{Z}\{y\}$-modules. A dhomomorphism is a homomorphism from the $\mathbf{Z}\{y\}$-module $E\{y\}$ to the $\mathbf{Z}\{y\}$-module $\mathbf{Z}\{y\}$. Condition II) implies that $h(u)=u h(1)$ for $u \in \mathbf{Z}\{y\}$.

Lemma 17.1.1. Let $h_{0}$ be an additive homomorphism from $\mathbf{E}$ to $\mathbf{Z}\{y\}$. Then there is one and only one d-homomorphism $h$ from $E\{y\}$ to $\mathbb{Z}\{y\}$ which agrees with $h_{0}$ on $E$.

Proof: If $v=e_{0}+e_{1} y+e_{2} y^{2}+\cdots$ with $e_{i} \in E$ then we define

$$
h(v)=h_{0}\left(e_{0}\right)+h_{0}\left(e_{1}\right) y+h_{0}\left(e_{2}\right) y^{2}+\cdots .
$$

The $h_{0}\left(e_{i}\right)$ are power series in $y$ but, after multiplying out the right hand side, the coefficient of $y^{p}$ for each $p \geqq 0$ is a finite sum. Therefore the right hand side is a power series in $y$ and the homomorphism $h$ is well defined. It is easy to see that $h$ is a $d$-homomorphism which extends $h_{0}$. Conversely suppose that $h^{\prime}$ is a $d$-homomorphism which extends $h_{0}$. Then I) and II) imply that $h$ and $h^{\prime}$ agree on any terminating power series of $E\{y\}$ and hence that $h=h^{\prime}$. Q. E. D.

Given a d-homomorphism $h: E\{y\} \rightarrow \mathbf{Z}\{y\}$ and a fixed element $t \in E\{y\}$, there is a $d$-homomorphism $h_{t}$ defined by

$$
h_{t}(u)=h(t u) .
$$

An immediate corollary of Lemma 17.1.1 is
Lemma 17.1.2. Let $h$ and $h^{\prime}$ be d-homomorphisms from $E\{y\}$ to $\mathbf{Z}\{y\}$. If $t \in E\{y\}$ is an element such that

$$
h^{\prime}(u)=h(t u) \text { for all } u \in E
$$

then $h_{t}=h^{\prime}$, that is the equation $h^{\prime}(u)=h(t u)$ holds for all $u \in E\{y\}$.
In our applications the ring $E$ will be of a particular form. Let $f_{1}, \ldots, f_{r}$, $w$ be indeterminates and let $E$ be the ring generated over $\mathbf{Z}$ by these indeterminates together with $f_{1}^{-1}, \ldots, f_{r}^{-1}$. The products $w^{\mu} f_{1}^{\lambda_{1}} f_{2}^{\lambda_{2}} \ldots f_{r}^{\lambda_{r}}$ form an additive basis of $E$ (here $\mu, \lambda_{1}, \ldots, \lambda_{r}$ are integers, $\mu$ is non-negative, and the element $1 \in \mathbf{Z}$ is regarded as a product with $\mu=\lambda_{1}=\cdots=\lambda_{r}=0$ ). Suppose that to each such product there is
associated an element of $\mathbf{Z}\{y\}$. Then there is a unique additive homomorphism $E \rightarrow \mathbf{Z}\{y\}$, and hence by Lemma 17.1.1 a unique $d$-homomorphism $E\{y\} \rightarrow \mathbf{Z}\{y\}$, which takes the given values on the basis of $E$.

Now let $V$ be a compact complex manifold, $W$ a complex analytic vector bundle over $V$ and $F_{1}, \ldots, F_{r}$ complex analytic line bundles over $V$. If $E$ is defined as above there are two $d$-homomorphisms $h$ and $\hat{\hbar}$ from $E\{y\}$ to $\mathbf{Z}\{y\}$ defined by associating the following values to the basis elements of $E$ :

$$
\begin{array}{ll}
h\left(w^{\mu} f_{1}^{\lambda_{1}} \cdots f_{r}^{\lambda_{r}}\right)=\chi\left(V, W^{\mu} \otimes F_{1}^{\lambda_{1}} \otimes \cdots \otimes F_{r}^{\lambda_{r}}\right), & h(1)=\chi(V) \\
\hat{h}\left(w^{\mu} f_{1}^{\lambda_{1}} \cdots f_{r}^{\lambda_{r}}\right)=\chi_{y}\left(V, W^{\mu} \otimes F_{1}^{\lambda_{1}} \otimes \cdots \otimes F_{r}^{\lambda_{r}}\right), & \hat{h}(1)=\chi_{y}(V) . \tag{1}
\end{array}
$$

On the right hand side powers of vector bundles are to be understood as tensor products. For line bundles negative powers are well defined.

Let $u \in E\{y\}$ be a power series with constant term $u_{0}$. Then

$$
\begin{equation*}
\hat{h}(u) \in \mathbf{Z}\{y\} \tag{2}
\end{equation*}
$$

is a power series with constant term $h\left(u_{0}\right)$.
Convention: Let $V$ be a compact complex manifold. If we are given a complex analytic vector bundle and a finite number of complex analytic line bundles over $V$, we denote the vector bundles by capital letters and associate to each vector bundle an indeterminate denoted by the corresponding lower case letter. If there is any possibility of confusion we write $h_{V}, \hat{h}_{V}$ for the homomorphisms $h, \hbar$ obtained in the above manner. If $S$ is a non-singular divisor of $V$, the given vector bundles over $V$ can be restricted to $S$. We denote these bundles over $S$ (and the associated indeterminates) by the same letters as the corresponding bundles over $V$. Applying (1) to the complex manifold $S$ we obtain $d$-homomorphisms $h_{S}, \hbar_{S}$ defined by

$$
\begin{array}{ll}
h_{S}\left(w^{\mu} f_{1}^{\lambda_{1}} \cdots f_{r}^{\lambda_{r}}\right)=\chi\left(S, W^{\mu} \otimes F_{1}^{\lambda_{1}} \otimes \cdots \otimes F_{r}^{\lambda_{r}}\right), & h_{S}(1)=\chi(S)  \tag{3}\\
\hat{h}_{S}\left(w^{\mu} f_{1}^{\lambda_{1}} \cdots f_{r}^{\lambda_{r}}\right)=\chi_{y}\left(S, W^{\mu} \otimes F_{1}^{\lambda_{1}} \otimes \cdots \otimes F_{r}^{\lambda_{r}}\right), & \widehat{h}_{S}(1)=\chi_{y}(S) .
\end{array}
$$

We associate to the line bundle $\{S\}$ over $V$ the indeterminate $s$ in accordance with the convention. Then formula 16.5 (11*) can be written

$$
\begin{equation*}
\chi_{y}(S, W)=\hat{h}_{V}\left(w \frac{1-s^{-1}}{1+y s^{-1}}\right) \tag{4}
\end{equation*}
$$

Note that in $E\{y\}$ every element with constant term 1 has a unique multiplicative inverse. Particular cases of (4) are

$$
\chi_{y}(S)=\hat{h}_{V}\left(\frac{1-s^{-1}}{1+y s^{-1}}\right)
$$

and, by 16.2 (6), ( $6^{\prime}$ ),

$$
\chi(S, W)=h_{V}\left(w\left(1-s^{-1}\right)\right), \quad \chi(S)=h_{V}\left(1-s^{-1}\right) .
$$

17.2. We are now in a position to define the virtual $\chi_{y}$-characteristic. Let $V$ be a compact complex manifold of complex dimension $n$. Let $W$ be a complex analytic vector bundle over $V$ and $F_{1}, \ldots, F_{r}$ complex analytic line bundles over $V$. The $r$-ple $\left(F_{1}, \ldots, F_{r}\right)$ is called a virtual submanifold of $V$ of (complex) dimension $n-r$. We allow the case $r>n$.

Definition [compare 17.1 (4)]:

$$
\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}=\hat{h}_{V} \cdot\left(w \prod_{i=1}^{r} \frac{1-t_{i}^{1}}{1+y t_{i}^{1}}\right)
$$

$\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$ is an infinite power series on $y$ with integer coefficients. It will be called the virtual $\chi_{y}$-characteristic of the"restriction to the virtual submanifold $\left(F_{1}, \ldots, F_{r}\right)$ '" of the vector bundle $W$. Clearly it does not depend on the order in which the line bundles $F_{i}$ appear. If $W$ is the trivial line bundle we denote the virtual $\chi_{y}$-characteristic by $\chi_{y}\left(F_{1}, \ldots, F_{r}\right)_{V}$ and call it the virtual $\chi_{y}$-genus of the virtual submanifold $\left(F_{1}, \ldots, F_{r}\right)$. We write

$$
\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}=\sum_{p=0}^{\infty} \chi^{p}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V} y^{p}
$$

and

$$
\chi_{y}\left(F_{1}, \ldots, F_{r}\right)_{V}=\sum_{p=0}^{\infty} \chi^{p}\left(F_{1}, \ldots, F_{r}\right)_{v} y^{p}
$$

We shall always write $\chi$ for $\chi^{0}$. Then by 17.1 (2)

$$
\chi\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}=h_{V}\left(w \prod_{i=1}^{r}\left(1-f_{i}^{-1}\right)\right)
$$

The integer $\chi\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$ is called the virtual $\chi$-characteristic of the restriction to the virtual submanifold ( $F_{1}, \ldots, F_{r}$ ) of the vector bundle $W$. The integer $\chi\left(F_{1}, \ldots, F_{r}\right)_{V}$ is called the virtual arithmetic genus of the virtual submanifold ( $F_{1}, \ldots, F_{r}$ ).

In particular, the virtual arithmetic genus $\chi(F)_{V}$ of a line bundle $F$ over $V$ is defined by

$$
\chi(F)_{V}=\chi(V)-\chi\left(V, F^{-1}\right) .
$$

Now let $S$ be a non-singular divisor of $V$. Then $\chi_{y}(S, W)$ is defined and is a polynomial of degree $\leqq n-1$. By 17.1 (4)

$$
\chi_{y}(S, W)=\chi_{y}(\{S\} \mid, W)_{V}
$$

In this case the virtual $\chi_{y}$-characteristic is a polynomial of finite degree. The fact that $\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$ is a polynomial of degree $\leqq n-r$, and in particular that $\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$ is identically zero for $r>n$, is proved in Theorem 19.2.1 for the case that $V$ is an algebraic manifold.

We prove the following generalisation of (4') which justifies the above definitions.

Theorem 17.2.1. Let $V, W, F_{1}, \ldots, F_{r}$ be as at the beginning of this section. Let $S$ be a non-singular divisor of $V$ and $\{S\}=F_{1}$. Then

$$
\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}=\chi_{y}\left(\left(F_{2}\right)_{s}, \ldots,\left(F_{r}\right)_{s} \mid, W_{S}\right)_{S}
$$

Proof: We write

$$
\begin{equation*}
R(x)=\frac{1-x^{-1}}{1+y x^{-1}} \tag{5}
\end{equation*}
$$

Then by definition

$$
\chi_{y}\left(\left(F_{2}\right)_{S}, \ldots,\left(F_{r}\right)_{S} \mid, W_{S}\right)_{S}=\hat{h}_{S}\left(w \prod_{i=2}^{r} \hat{R}\left(f_{i}\right)\right) .
$$

It follows from (1), (3) and (4) that

$$
\hat{h}_{S}\left(w^{\mu} f_{1}^{\lambda_{1}} \ldots f_{r}^{\lambda_{r}}\right)=\hat{h}_{V}\left(w^{\mu} f_{1}^{\lambda_{1}} \ldots f_{r}^{\lambda_{r}} \hat{R}\left(f_{1}\right)\right)
$$

Hence by Lemma 17.1.2 with $t=\boldsymbol{R}\left(f_{1}\right)$

$$
\hat{h}_{S}\left(w_{i=2}^{\dot{r}} \hat{R}\left(f_{i}\right)\right)=\hat{h}_{V}\left(w \prod_{i=1}^{r} \hat{R}\left(f_{i}\right)\right)=\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V} \text {. Q.E.D. }
$$

From the definition of the virtual $\chi_{y}$-characteristic we obtain
Lemma 17.2.2. If some $F_{i}$ is the trivial line bundle 1 then

$$
\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{v}=0 .
$$

17.3. We now show that the functional equation, established in 11.3 for the virtual $T_{y}$-characteristic, is also satisfied by the $\chi_{y}$-characteristic.

Theorem 17.3.1. Let $V$ be a compact complex manifold, $W$ a complex analytic vector bundle over $V$ and $F_{1}, \ldots, F_{r}, A, B$ complex analytic line bundles over V. Then

$$
\begin{aligned}
& \chi_{y}\left(F_{1}, \ldots, F_{r}, A \otimes B \mid, W\right)_{V} \\
& \quad=\chi_{y}\left(F_{1}, \ldots, F_{r}, A \mid, W\right)_{V}+\chi_{y}\left(F_{1}, \ldots, F_{r}, B \mid, W\right)_{V}+ \\
& +(y-1) \chi_{y}\left(F_{1}, \ldots, F_{r}, A, B \mid, W\right)_{V}-y \chi_{y}\left(F_{1}, \ldots, F_{r}, A, B, A \otimes B \mid, W\right)_{V}
\end{aligned}
$$

Proof: For brevity let $u=w \prod_{i=1}^{r} \hat{R}\left(f_{i}\right)$. Then by (5) it is necessary to prove the equation
$\hat{h}(\boldsymbol{u} \boldsymbol{R}(a b))$
$=\hat{h}(u \hat{R}(a))+\hat{h}(u \hat{R}(b))+(y-1) \hat{h}(u \hat{R}(a) \hat{R}(b))-y \hat{h}(u \hat{R}(a) \hat{R}(b) \hat{R}(a b))$.
Since $\hat{h}$ is a $d$-homomorphism it is sufficient, using 17.1 I) and 17.1 II) to prove that

$$
\hat{R}(a b)=\hat{R}(a)+\hat{R}(b)+(y-1) \hat{R}(a) \hat{R}(b)-y \hat{R}(a) \hat{R}(b) \hat{R}(a b)
$$

But this is precisely the functional equation which occurs in 11.3.

Remark: The functional equation (6) is a relation between five formal power series. It cannot be assumed that these power series terminate or converge, and therefore it is not permissible to substitute particular numerical values for $y$. It is however permissible to equate coefficients in (6). The result is a relation between the $\chi^{p}(\ldots, W)$ of the five virtual manifolds involved. For $\chi^{0}=\chi$ this gives
$\chi\left(F_{1}, \ldots, F_{r}, A \otimes B \mid, W\right)_{V}$
$=\chi\left(F_{1}, \ldots, F_{r}, A \mid, W\right)_{V}+\chi\left(F_{1}, \ldots, F_{r}, B \mid, W\right)_{V}-\chi\left(F_{1}, \ldots, F_{r}, A, B \mid, W\right)_{V}$.
This is an equation for the virtual genus well known in algebraic geometry. In our formalism it arises from the identity

$$
1-(a b)^{-1}=\left(1-a^{-1}\right)+\left(1-b^{-1}\right)-\left(1-a^{-1}\right)\left(1-b^{-1}\right) .
$$

17.4. Let $V_{m}$ be a compact complex analytic split manifold [see $13.5 \mathrm{~b})$ ]. By definition the group of the tangent $\mathbf{G} \mathbf{L}(m, \mathrm{C})$-bundle of $V_{m}$ can be complex analytically reduced to the group $\boldsymbol{\Delta}(m, C)$ of triangular matrices. Let $A_{1}, \ldots, A_{m}$ be the $m$ diagonal complex analytic line bundles [see 4.1 e )]. The complex analytic vector bundle $\lambda^{p} \boldsymbol{T}$ of covariant $p$-vectors on $V_{m}$ admits the group $\boldsymbol{\Delta}\left(\binom{m}{p}, \mathrm{C}\right)$ as structure group; the corresponding $\binom{m}{p}$ diagonal complex analytic line bundles are (compare Theorem 4.1.1)

$$
A_{i_{1}}^{-1} \otimes A_{i_{2}}^{-1} \otimes \cdots \otimes A_{i_{p}}^{-1} \quad\left(i_{1}<i_{2}<\cdots<i_{p}\right) .
$$

Therefore, by Theorem 16.1 .2 for $p \geqq 0$,

$$
\begin{align*}
& \chi^{p}\left(V_{m}, W\right)=\chi\left(V_{m}, W \otimes \lambda^{p} T\right) \\
& \quad=\sum_{i_{1}<i_{s}<\cdots<i_{p}} \chi\left(V_{m}, W \otimes A_{i_{1}}^{-1} \otimes A_{i_{2}}^{1} \otimes \cdots \otimes A_{i_{p}}^{-1}\right) \tag{7}
\end{align*}
$$

and, applying the notation of 17.1 ,

$$
\begin{equation*}
\chi_{y}\left(V_{m}, W\right)=h\left(w \prod_{i=1}^{m}\left(1+y a_{i}^{-1}\right)\right) \tag{8}
\end{equation*}
$$

We proved in 13.6 (13) a formula for the Todd genus of an almost complex split manifold, and will now obtain the corresponding formula for the arithmetic genus $\chi\left(V_{m}\right)$ of a complex analytic split manifold $V_{m}$.

Theorem 17.4.1. Let $V_{m}$ be a complex analytic split manifold with diagonal complex analytic line bundles $A_{1}, \ldots, A_{m}$. Let $W$ be a complex analytic vector bundle over $V_{m}$. Then

$$
\begin{equation*}
(1+y)^{m} \chi\left(V_{m}, W\right)=\sum_{l=0}^{m} y_{i_{1}<i_{2}<\cdots<i_{l}}^{l} \chi_{y}\left(A_{i_{1}}, \ldots, A_{i_{l}} \mid, W\right)_{\nabla} \tag{9}
\end{equation*}
$$

Proof: Note that (9) is a relation between formal power series. In the notation of 17.1 the right hand side can be written

$$
\begin{align*}
\sum_{l=0}^{m} y^{l} \sum_{i_{1}<i_{1}<\cdots<i_{l}} & \hat{h}\left(w \hat{R}\left(a_{i_{1}}\right) \ldots \hat{R}\left(a_{i l}\right)\right) \quad \text { [Definition of } \hat{R} \text { in (5)] } \\
& =\hat{h}\left(\sum_{l=0}^{m} y^{l} \sum_{i_{1}<i_{2}<\cdots<i_{l}} w \hat{R}\left(a_{i_{1}}\right) \ldots \hat{R}\left(a_{i_{l}}\right)\right) \quad \text { (17.1 II)) }  \tag{17.1II}\\
& =\hbar\left(w \prod_{i=1}^{m}\left(1+y \hat{R}\left(a_{i}\right)\right)\right) \\
& =\hat{\hbar}\left(w \prod_{i=1}^{m}(1+y)\left(1+y a_{i}^{-1}\right)^{-1}\right) \\
& =(1+y)^{m} \hat{h}\left(w \prod_{i=1}^{m}\left(1+y a_{i}^{-1}\right)^{-1}\right) .
\end{align*}
$$

A straightforward application of (8) shows that

$$
\tilde{h}\left(w^{\mu} a_{1}^{\lambda_{1}} a_{2}^{\lambda_{1}} \ldots a_{r}^{\lambda_{r}}\right)=h\left(w^{\mu} a_{1}^{\lambda_{1}} a_{2}^{\lambda_{1}} \ldots a_{r}^{\lambda_{r}} \prod_{i=1}^{m}\left(1+y a_{i}^{-1}\right)\right) .
$$

Now Lemma 17.1.2 with

$$
t=\prod_{i=1}^{m}\left(1+y a_{i}^{-1}\right)
$$

gives

$$
\begin{aligned}
(1+y)^{m} \hbar\left(w \prod_{i=1}^{m}\left(1+y a_{i}^{-1}\right)^{-1}\right) & =(1+y)^{m} h\left(w \prod_{i=1}^{m}\left(1+y a_{i}^{-1}\right)^{-1}\left(1+y a_{i}^{-1}\right)\right) \\
=(1+y)^{m} h(w) & =(1+y)^{m} \chi(V, W) .
\end{aligned}
$$

## § 18. Some fundamental theorems of Kodara

18.1. Let $V$ be a KÄHLER manifold. By definition (15.6) $V$ is compact. Let $H^{1,1}(V, \mathbf{R})$ be the subgroup (see 15.7 ) of $H^{2}(V, \mathbf{R})$ which consists of elements of type (1, 1), and let $H^{1,1}(V, Z)$ be the corresponding subgroup of $H^{2}(V, Z)$. We introduce an "archimedean partial ordering" of $H^{1,1}(V, R)$ :

Definition: An element $x \in H^{1,1}(V, \mathbf{R})$ is positive $(x>0)$ if $x$ can be chosen as the fundamental class of a Kähler metric on $V$.

If $x, y \in H^{1,1}(V, \mathbf{R})$ then the following rules hold:
(0) At least one element of $H^{1,1}(V, \mathbf{R})$ is positive.
(1) The zero element of $H^{1,1}(V, \mathbf{R})$ is not positive.
(2) If $x>0$ and $y>0$ then $x+y>0$.
(3) If $x>0$ and $r>0(r \in \mathbf{R})$ then $r x>0$.
(4) If $x, y \in H^{1,1}(V, \mathbf{R})$ and $x>0$ then there is a positive integer $g$ (which depends on $x, y$ ) such that $g x-y>0$.

Definition: An element $x \in H^{1,1}(V, Z)$ is positive if it is positive when regarded as an element of $H^{1,1}(V, \mathbf{R})$. A complex analytic line bundle $F$ over $V$ is positive if $c_{1}(F)$, which by Theorem 15.9 .1 is an element of $H^{\mathbf{1 , 1}}(V, \mathbf{Z})$, is positive.

A Kähler manifold $V$ is called a Hodge manifold (see Hodge [2]) if $H^{\mathbf{1 , 1}}(V, \mathbf{Z})$ contains at least one positive element, that is, if $V$ admits a Kähler metric whose fundamental class is in the image of the natural homomorphism $H^{2}(V, \mathbf{Z}) \rightarrow H^{2}(V, \mathbf{R})$.

Examples are known of compact complex manifolds which are not Kähler manifolds, and of Kähler manifolds which are not Hodge manifolds.

Complex projective space $\mathbf{P}_{n}(\mathbf{C})$ is a Kähler manifold [and so automatically a Hodge manifold: $H^{\mathbf{1 , 1}}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{Z}\right)=H^{\mathbf{2}}\left(\mathbf{P}_{\boldsymbol{n}}(\mathbf{C}), \mathbf{Z}\right) \cong \mathbf{Z}$ implies that if $x \in H^{1,1}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{R}\right)=H^{2}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{R}\right)$ there is a real number $r>0$ such that $r x$ lies in the image of the homomorphism $H^{2}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{Z}\right)$ $\left.\rightarrow H^{2}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{R}\right)\right]$. The positive elements of $H^{2}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{Z}\right)$ are the positive integral multiples of $h_{n}$ [= the cohomology class of the oriented hyperplane $\mathbf{P}_{n-1}(\mathbf{C})$ in the oriented manifold $\mathbf{P}_{n}(\mathbf{C})$; see 4.2].

An algebraic manifold $V$ (see 0.1) is a Hodge manifold because $V$ can be regarded as a submanifold of $\mathbf{P}_{m}(\mathbf{C}), m$ sufficiently large, and the restriction of $h_{m} \in H^{2}\left(\mathbf{P}_{m}(\mathbf{C}), \mathbf{Z}\right)$ to $V$ gives a positive element of $H^{1,1}(V, \mathbf{Z})$.

A complex analytic line bundle $F$ over $V$ is said to be projectively induced if, for some embedding of $V$ in a projective space $\mathbf{P}_{m}(C), F$ is the restriction to $V$ of the line bundle $H$ with cohomology class $h_{m}$. [ $H$ is associated to the $\mathbf{C}^{*}$-bundle $\eta_{m}$ of 4.2 with $c_{1}\left(\eta_{m}\right)=h_{m}$, and is determined by the hyperplane $\mathbf{P}_{m-1}(\mathbf{C})$ of $\mathbf{P}_{\boldsymbol{m}}(\mathrm{C})$.] A projectively induced line bundle is positive, but in general there exist positive line bundles which are not projectively induced. The projectively induced line bundles can always be given by divisors (the hyperplane sections). More precisely we have

Theorem 18.1.1 (Bertini). Let $F$ be a projectively induced line bundle over the algebraic manifold $V$. There is a non-singular divisor $S$ of $V$ with $F=\{S\}$.

Remark: The theorem of Bertini is often stated in the form: A "general" hyperplane section $S$ of a connected non-singular algebraic manifold $V_{n}$ in $\mathbf{P}_{m}(\mathbf{C})$ is itself non-singular and, for $n \geqq 2$, connected.

For proofs see Akizuki [1] and Zariski [2,3]. It is easy to prove that $S$ is non-singular; the fact that $S$ is connected for $n \geqq 2$ is not needed in the sequel.

The following fundamental theorem is due to Kodaira [6]. Another proof, which applies more generally to normal complex spaces, has been given by Grauert [3].

Theorem 18.1.2. A compact complex manifold is algebraic if (and only if) it is a Hodge manifold.

Kodaira's proof makes essential use of a theorem on the vanishing of certain cohomology groups which is itself of considerable importance and is described in the next section. We then summarise the applications of Theorem 18.1.2 which are important for the present work.
18.2. In 15.2 we formulated the generalised Riemann-Roch problem. Examples show that $H^{0}(V, W)$ does not depend only on the continuous vector bundle $W$ : it is possible to find an algebraic manifold $V$ and two complex analytic vector bundles $W, W^{\prime}$ over $V$ which are isomorphic as continuous vector bundles but for which $\operatorname{dim} H^{0}(V, W) \neq \operatorname{dim} H^{0}\left(V, W^{\prime}\right)$. Nevertheless it turns out that $\chi(V, W)$ does depend only on the continuous vector bundle $W$. In fact it depends only on the Chern classes of $W$. In many important cases it is moreover possible to prove that the cohomology groups $H^{i}(V, W)$ vanish for all $i>0$. In such cases $\operatorname{dim} H^{0}(V, W)=\chi(V, W)$, and the calculation of $\chi(V, W)$ by means of Chern classes gives a solution of the Riemann-Roch problem.

Theorem 18.2.1. Let $F$ be a complex analytic line bundle over the compact complex manifold V. If $F^{-1}$ is positive then the cohomology groups $H^{i}(V, F)$ vanish for all $i \neq n$.

This theorem is proved by Kodaira [4]. He uses a technique from differential geometry due to Bochner. Another proof has been given by Akizuki-Nakano [1], who actually prove that if $F^{-1}$ is positive the groups $H^{p, q}(V, F)$ [see 15.3 a)] vanish for $p+q<n$.

The Serre duality theorem 15.4 .3 shows that Theorem 18.2 .1 is equivalent to

Theorem 18.2.2 (Kodaira). If $F \otimes K^{-1}$ is positive then the cohomology groups $H^{i}(V, F)$ vanish for all $i>0$. In this case

$$
\operatorname{dim} H^{0}(V, F)=\chi(V, F)
$$

Of course these theorems are non-vacuous only if $V$ is a Hodge manifold. Theorem 18.2.2 and rule (4) of 18.1 imply immediately (see also Griffiths [3])

Theorem 18.2.3 (Kodaira). Let $F$ be a complex analytic line bundle over a Hodge manifold $V$, and let $E$ be a positive line bundle over $V$. Then the cohomology groups $H^{i}\left(V, F \otimes E^{k}\right)$ vanish for all $i>0$ and $k$ sufficiently large.

Theorem 18.2.2 is an essential preliminary in Kodaira's proof of Theorem 18.1.2 (HODGE manifold $\rightarrow$ algebraic manifold). In the process Kodaira [6] proves

Theorem 18.2.4. Let $V$ be a Hodge manifold. There is a positive element $x_{0} \in H^{1,1}(V, Z)$ with the property:

Every complex analytic line bundle $F$ with $c_{1}(F)-x_{0}>0$ is projectively induced.

It is now possible to deduce
Theorem 18.2.5. Let $V$ be an algebraic manifold and $F$ a complex analytic line bundle over $V$. There are projectively induced line bundles $A, B$ with $F=A \otimes B^{-1}$.

As a corollary, $F$ can be weritten in the form

$$
F=\{S\} \otimes\{T\}^{-1}
$$

where $S$ and $T$ are non-singular divisors of $V$.
Proof: Let $E$ be a projectively induced line bundle over $V$ with $c_{1}(E)-x_{0}>0$. It is elementary that $A=E^{k}$ is projectively induced for $k>0$. For $k$ sufficiently large $k c_{1}(E)-c_{1}(F)-x_{0}>0$, and by 18.2.4 $B=E^{k} \otimes F^{-1}$ is projectively induced. Then $F=A \otimes B^{-1}$. The corollary follows from the theorem of Bertini (18.1.1) with $A=\{S\}$ and $B=\{T\}$.

Remarks: The corollary shows that $F$ can be represented by a divisor. It follows that the group of divisor classes of $V$ is naturally isomorphic to the cohomology group $H^{1}\left(V, \mathrm{C}_{\omega}^{*}\right)$ (see 15.2 and KodairaSpencer [2]). The fact that every divisor $D$ of an algebraic manifold is linearly equivalent (see 15.2 ) to a divisor of the form $S-T$, where $S$ and $T$ are non-singular, is elementary to prove (see for instance Zariski [4]).

From now on we make no distinction between Hodge manifolds and algebraic manifolds. In many cases (for instance in the next section) it is possible to show that a given compact complex manifold $V$ admits a Hodge metric. $V$ is then automatically algebraic.
18.3. Let $L$ be a complex analytic fibre bundle over the algebraic manifold $V$ with complex projective space $P_{r}(C)$ as fibre and the projective group PGL(r+1,C) as structure group. Clearly $L$ is a compact complex manifold. It is possible to construct a Hodge metric on $L$ by using a Hodge metric on $V$ and the usual Hodge metric on $\mathbf{P}_{r}(\mathbf{C})$. Hence

Theorem 18.3.1 (Kodaira). A complex analytic fibre bundle $L$ over the algebraic manifold $V$ with $\mathbf{P}_{r}(\mathbf{C})$ as fibre and $\mathbf{P G L}(r+1, \mathbf{C})$ as structure group is itself an algebraic manifold.

The details of the proof can be found in Kodaira [6], Theorem 8. A. Borel (also using Theorem 18.1.2 of Kodaira) has generalised the above theorem as follows:

Theorem 18.3.1* (A. Borel). Let L be a complex analytic fibre bundle over the algebraic manifold $V$ with an algebraic manifold as fibre and a connected structure group. Assume that the first BETTI number of $F$ is zero. Then $L$ is itself algebraic.

We shall apply the Borel theorem only in the case where $F$ is the flag manifold $\mathbf{F}(q)=\mathbf{G} \mathbf{L}(q, \mathbf{C}) / \Delta(q, \mathbf{C})$ and $L$ is associated to a $\mathbf{G} \mathbf{L}(q, \mathbf{C})$ bundle $\boldsymbol{\xi}$ over $V$. In this case it is easy to prove that $L$ is algebraic directly from Theorem 18.3 .1 by induction over $q$ :

Consider the fibre bundle $L^{\prime}$ associated to $L$ but with $\mathbf{P}_{q-1}(C)$ as fibre. Then $L$ is a complex analytic fibre bundle over $L^{\prime}$ with $\mathbf{F}(q-1)$ $=\mathbf{G L}(q-1, \mathbf{C}) / \Delta(q-1, \mathbf{C})$ as fibre. By Theorem 18.3.1 $L^{\prime}$ is algebraic. By the induction hypothesis $L$ is algebraic.

The fact that $\mathbf{F}(q)$ is an algebraic manifold was not used in this induction proof. It can be deduced by taking $V$ as a point. In this case $L=\mathbf{F}(q)$.

Remark: Theorem 18.3.1* remains true if "algebraic" is replaced by "Kähler" throughout. It is then a special case of a theorem of BlanChARD [2].

## § 19. The virtual $\boldsymbol{x}_{\boldsymbol{y}}$-characteristic for algebraic manifolds

In § 17 we defined the virtual $\chi_{y}$-characteristic $\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{\nu}$ associated to a compact complex manifold $V$, a complex analytic vector bundle $W$ over $V$ and complex analytic line bundles $F_{1}, \ldots, F_{r}$ over $V$. By definition $\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$ is a formal power series in the indeterminate $y$ with integer coefficients. We omit the suffix $V$ when there is no danger of ambiguity. If $V$ is an algebraic manifold, it is possible to obtain more detailed information about the $\chi_{y}$-characteristic with the help of Theorem 18.2.5.
19.1. A 0 -dimensional compact complex manifold is a finite number of isolated points.

Lemma 19.1.1. Let $V$ be a 0 -dimensional complex manifold consisting of $k$ points. Let $W$ be a vector bundle over $V$ with fibre $\mathbf{C}_{q}$ and $F_{1}, \ldots, F_{r}$ line bundles over $V$.
Then
I) $\chi_{y}(V, W)=q k$
II) $\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)=0$ for $r \geqq 1$.

Proof:
I) $\chi_{y}(V, W)=\chi(V, W)=\operatorname{dim} H^{0}(V, W)=q k$.
II) Every line bundle over $V$ is trivial. Apply Lemma 17.2.2.
19.2. By definition $\chi_{y}(V, W)$ is a polynomial (terminating power series) with integer coefficients. We now prove by induction on the dimension $n$ of $V$ that the virtual $\chi_{y}$-characteristic is also a polynomial in the case that $V$ is an algebraic manifold.

Theorem 19.2.1. Let $V$ be an algebraic manifold of complex dimension $n$. Let $W$ be a complex analytic vector bundle over $V$ with fibre $\mathbf{C}_{a}$ and let $F_{1}, \ldots, F_{r}(r \geqq 1)$ be complex analytic line bundles over $V$. Then
a) the virtual $\chi_{y}$-characteristic $\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)$ is zero for $r>n$. For $r \leqq n$ it is a polynomial of degree $\leqq n-r$ in $y$ with integer coefficients.
b) if $r=n \geqq 1$ the virtual $\chi_{y}$-characteristic $\chi_{y}\left(F_{1}, \ldots, F_{n} \mid, W\right)$ $=\chi\left(F_{1}, \ldots, F_{n} \mid, W\right)$ is the integer $q \cdot f_{1} f_{2} \ldots f_{n}[V]$, where $f_{i} \in H^{2}(V, \mathbf{Z})$ is the cohomology class of $F_{i}$.

Proof of a): Lemma 19.1 .1 shows that a) is true for $\operatorname{dim} V=0$. Now suppose that a) is proved for $\operatorname{dim} V<n$. By Theorem 18.2.5 there are non-singular divisors $S$ and $T$ of $V$ such that $\{S\}=F_{1} \otimes\{T\}$. The functional equation (6) in Theorem 17.3.1 then becomes

$$
\begin{align*}
& \chi_{y}\left(\{S\}, F_{2}, \ldots, F_{r} \mid, W\right) \\
& \quad=\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)+\chi_{y}\left(\{T\}, F_{2}, \ldots, F_{r} \mid, W\right)  \tag{*}\\
& +(y-1) \chi_{y}\left(\{T\}, F_{1}, \ldots, F_{r} \mid, W\right)-y \chi_{y}\left(\{S\},\{T\}, F_{1}, \ldots, F_{r} \mid, W\right) .
\end{align*}
$$

The functional equation contains five terms, and we have to prove that term 2 has degree $\leqq n-r$. The induction hypothesis, together with Theorem 17.2.1 shows that terms 1, 3, 4, 5 all have degree $\leqq n-r$ and vanish for $r>n$. [If $r=1$ then term 1 is just $\chi_{y}\left(S, W_{S}\right)$ and term 3 is $\chi_{\nu}\left(T, W_{T}\right)$; these terms are polynomials of degree $\leqq n-1$ by the definition of the (non-virtual) $\chi_{y}$-characteristic.] Therefore term 2 is a polynomial of degree $\leqq n-r$ and zero for $r>n$. Q. E. D.

Proof of b): Again by Theorem 18.2.5 there are non-singular divisors $S$ and $T$ of $V$ such that $\{S\}=F_{1} \otimes\{T\}$.

Then a) gives, for $n \geqq 2$,

$$
\begin{align*}
& \chi\left(\{S\}, F_{2}, \ldots, F_{n} \mid, W\right) \\
& \quad=\chi\left(F_{1}, F_{2}, \ldots, F_{n} \mid, W\right)+\chi\left(\{T\}, F_{2}, \ldots, F_{n} \mid, W\right) \tag{1}
\end{align*}
$$

and for $n=1$

$$
\begin{equation*}
\chi(\{S\} \mid, W)=\chi\left(F_{1} \mid, W\right)+\chi(\{T\} \mid, W) . \tag{2}
\end{equation*}
$$

By (2) and Lemma 19.1 .1 the case $n=1$ gives

$$
\chi\left(F_{1} \mid, W\right)=q s-q t=q f_{1}\left[V_{1}\right]
$$

where $s, t$ are the number of points of $S, T$. Therefore b ) is true for $\operatorname{dim} V=1$. Now suppose that b ) is proved for $1 \leqq \operatorname{dim} V<n$. We now apply the induction hypothesis to (1), and use Theorem 17.2.1, Theorem 4.9.1 and 9.2 (3) to obtain

$$
\begin{aligned}
\chi\left(F_{1}, F_{2}\right. & \left., \ldots, F_{n} \mid, W\right)=q \cdot\left(f_{2} \ldots f_{n}\right)_{S}[S]-q \cdot\left(f_{2} \ldots f_{n}\right)_{T}[T] \\
& =q \cdot c_{1}(\{S\}) f_{2} \ldots f_{n}[V]-q \cdot c_{1}(\{T\}) f_{2} \ldots f_{n}[V] \\
& =q \cdot f_{1} f_{2} \ldots f_{n}[V] .
\end{aligned}
$$

Remark: The case $n=1$ of Theorem 19.2.1 b) implies the RiemannRoch theorem for (connected) algebraic curves (see 0.5). Let $F$ be a
complex analytic line bundle over the algebraic curve $V$ with cohomology class $t \in H^{2}(V, \mathbf{Z})$. Choose $W$ to be the trivial line bundle. Then the virtual $\chi$-genus of $F^{-1}$ is given by

$$
x\left(F^{-1}\right)=-f[V] .
$$

But, by 17.2, $\chi(F)=\chi(V)-\chi\left(V, F^{-1}\right)$ and therefore, substituting $F^{-1}$ for $F$,

$$
\begin{equation*}
\chi(V, F)=\chi(V)+f[V] . \tag{3}
\end{equation*}
$$

By Theorem 15.7.1, $\chi(V)=1-g_{1}=1-p$ where $p=$ half first Betti number = genus of $V$. The integer $f[V]$ is called the degree of $F$. If $F$ is represented by a divisor, which is always possible, then $\operatorname{deg}(F)$ is the algebraic number of points (number of zeros minus number of poles) of the divisor. The duality theorem 15.4.3 implies that

$$
\begin{aligned}
\chi(V, F) & =\operatorname{dim} H^{0}(V, F)-\operatorname{dim} H^{1}(V, F) \\
& =\operatorname{dim} H^{0}(V, F)-\operatorname{dim} H^{0}\left(V, K \otimes F^{-1}\right)
\end{aligned}
$$

and therefore (3) becomes

$$
\operatorname{dim} H^{0}(V, F)-\operatorname{dim} H^{0}\left(V, K \otimes F^{-1}\right)=1-p+\operatorname{deg}(F) .
$$

19.3. Let $\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$ denote a set consisting of an algebraic manifold $V$, a complex analytic vector bundle $W$ over $V$ and complex analytic line bundles $F_{1}, \ldots, F_{r}$ over $V$. We allow the case $r=0$, but in this case we also write $(V, W)$ for $\left(\ldots, \|_{V}\right)_{V}$.

Theorem 19.3.1. Let $G$ be a function which associates to each set $\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$ a power series in the indeterminate $y$ with rational coeficients. Suppose that $G\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$ is independent of the order in which the $F_{i}$ appear and that
I) $G(V, W)=\chi_{\nu}(V, W)$.
II) $G$ satisfies the functional equation

$$
\begin{aligned}
& G\left(F_{1}, \ldots, F_{r}, A \otimes B \mid, W\right)_{V}=G\left(F_{1}, \ldots, F_{r}, A \mid, W\right)_{V}+ \\
& +G\left(F_{1}, \ldots, F_{r}, B \mid, W\right)_{V}+(y-1) G\left(F_{1}, \ldots, F_{r}, A, B \mid, W\right)_{V}- \\
& -G\left(F_{1}, \ldots, F_{r}, A, B, A \otimes B \mid, W\right)_{V} .
\end{aligned}
$$

III) If $S$ is a non-singular divisor of $V$ and $F_{1}=\{S\}$ then

$$
G\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}=G\left(\left(F_{2}\right)_{S}, \ldots,\left(F_{r}\right)_{S} \mid, W_{S}\right)_{S}
$$

(for $r=1$ this means that $G\left(F_{1} \mid, W\right)_{V}=G\left(S, W_{S}\right)$. If $F_{1}=\{0\}=1$ then $G\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}=0$.

Conclusion: For all $\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$ with $r \geqq 1$

$$
\chi_{\nu}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}=G\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V} .
$$

Proof: $\chi_{y}$ has properties II) and III) and therefore the function $\chi_{y}-G$ has properties II) and III). It is therefore sufficient to show that
any function $G^{\prime}$ which satisfies II), III) and

$$
\left.I^{\prime}\right) G^{\prime}(V, W)=0
$$

is identically zero. This will be proved by induction on the dimension $n$ of $V$.

By Theorem 18.2.5 there are non-singular divisors $S$ and $T$ of $V$ such that $\{S\}=F_{1} \otimes\{T\}$. Then II) implies equation (*) of the proof of Theorem 19.2 .1 a) with $\chi_{y}$ replaced by $G^{\prime}$. This equation has five terms, and we have to prove that the second term is zero. The induction hypothesis and III) imply that terms 1, 3, 4, 5 are zero. [For $r=1$ it is necessary to use $I^{\prime}$ ) to prove that terms 1,3 are zero.] Therefore term 2 is zero. Q.E. D.

In the next theorem we consider only the virtual $\chi_{y}$-genus, that is, the vector bundle $W$ is always the trivial line bundle. A virtual submanifold (see 17.2) of $V$ is denoted by $\left(F_{1}, \ldots, F_{r}\right)_{V}$. We allow the case $r=0$ and in this case also write $V$ for $(\ldots)_{V}$. By Theorem 19.2.1 the power series $\chi_{y}\left(F_{1}, \ldots, F_{\tau}\right)_{V}$ is actually a polynomial in $y$ with integral coefficients. It is therefore permissible to substitute a particular number $y_{0}$ for the indeterminate $y$. If $y_{0}$ is a rational number then $\chi_{y_{0}}\left(F_{1}, \ldots, F_{r}\right)_{V}$ is a rational number; if $y_{0}$ is an integer then so is $\chi_{y_{0}}\left(F_{1}, \ldots, F_{r}\right)_{V}$.

Theorem 19.3.2. Let $G$ be a function which associates to each $\left(F_{1}, \ldots, F_{r}\right)_{V}$ a rational number which is independent of the order in which the $F_{i}$ appear. Suppose that, for some fixed rational number $y_{0}$,
I) $G(V)=\chi_{y_{0}}(V)$.
II) $G$ satisfies the functional equation
$G\left(F_{1}, \ldots, F_{r}, A \otimes B\right)_{V}=G\left(F_{1}, \ldots, F_{r}, A\right)_{V}+G\left(F_{1}, \ldots, F_{r}, B\right)_{V}+$
$+\left(y_{0}-1\right) G\left(F_{1}, \ldots, F_{r}, A, B\right)_{V}-y_{0} G\left(F_{1}, \ldots, F_{r}, A, B, A \otimes B\right)_{V}$.
III) If $S$ is a non-singular divisor of $V$ and $F_{1}=\{S\}$ then

$$
G\left(F_{1}, \ldots, F_{r}\right)_{V}=G\left(\left(F_{2}\right)_{S}, \ldots,\left(F_{r}\right)_{S}\right)_{S}
$$

(for $r=1$ this means that $G\left(F_{1}\right)_{V}=G(S)$ ). If $F_{1}=\{0\}=1$ then $G\left(F_{1}, \ldots, F_{r}\right)_{V}=0$.

Conclusion: For all $\left(F_{1}, \ldots, F_{r}\right)_{V}$ with $r \geqq 1$

$$
\chi_{y_{0}}\left(F_{1}, \ldots, F_{r}\right)_{V}=G\left(F_{1}, \ldots, F_{r}\right)_{V} .
$$

Proof: Exactly as for Theorem 19.3.1.
Remark: The reason for choosing $W$ to be the trivial line bundle is simply that we apply Theorem 19.3.2 in the above form. The same proof gives a formulation of Theorem 19.3 .2 for arbitrary $\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$. This is not more general, however, because the hypothesis is strengthened as well as the conclusion. The induction method of the proofs of Theorems 19.2.1, 19.3 .1 and 19.3 .2 is used frequently in algebraic geometry.

Certain results need only be proved for algebraic manifolds (in the nonvirtual case) and then Theorem 18.2.5 allows them to be extended to apply to virtual manifolds. We have stated this induction principle only in the generality needed for the results in the present work, but at the cost of some repetition in statements of theorems and proofs.
19.4. Let $\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$ be as at the beginning of this section, and let $f_{i} \in H^{2}(V, Z)$ be the cohomology class of $F_{i}$. The complex analytic vector bundle $W$ is associated to a complex analytic $\mathbf{G L}(q, \mathbf{C})$-bundle which can be regarded as a continuous $\mathbf{G L}(q, C)$-bundle $\xi$. Then the virtual (ToDD) $T_{y}$-characteristic $T_{y}\left(f_{1}, \ldots, f_{r} \mid, \xi\right)_{V}$ was defined in 12.3. We write

$$
\begin{align*}
& T_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}=T_{y}\left(t_{1}, \ldots, t_{r} \mid, \xi\right)_{V} \\
& T_{y}(V, W)=T_{y}(V, \xi) \tag{4}
\end{align*}
$$

By Theorems 12.3.1 and 12.3.2 the $T_{y}$-characteristic has all the properties required of the function $G$ in Theorem 19.3.1 except for the property

$$
\text { I) } T_{y}(V, W)=\chi_{y}(V, W)
$$

which is not yet proved. We note already, however, that it is only necessary to prove I) for all $V, W$ in order to prove that $\chi_{y}$ and $T_{y}$ agree on all $\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}$.
19.5. The virtual $T_{y}$-genus is a polynomial in $y$ with rational coefficients, and so it is permissible to substitute a particular value $y_{0}$ for $y$. If $y_{0}$ is an arbitrary (but fixed) rational number then, by Theorems 11.2.1 and 11.3.1, $T_{y_{0}}\left(F_{1}, \ldots, F_{r}\right)_{v}$ has all the properties required of the function $G$ in Theorem 19.3.2 except for the property

$$
\text { I) } T_{y_{0}}(V)=\chi_{y_{0}}(V)
$$

which is not yet proved. Note, however, that it is only necessary to prove I) for all algebraic manifolds $V$ in order to prove that $\chi_{y_{0}}$ and $T_{y_{0}}$ agree on all $\left(F_{1}, \ldots, F_{r}\right)_{V}$.

We now show that I) does hold for $y_{0}=1$ and $y_{0}=-1$. The index theorem 8.2.2 implies [see 10.2 (6)] that for $y_{0}=1$

$$
T_{1}(V)=\tau(V)=\text { index of } V
$$

Theorem 4.10.1 implies [see 10.2 (5)] that for $y_{0}=-1$

$$
T_{-1}(V)=E(V)=\text { Euler-Poincaré characteristic of } V .
$$

Theorem 15.8.1 and the Hodge index theorem 15.8 .2 imply the corresponding results for the $\chi_{y}$-genus:

$$
\chi_{1}(V)=\tau(V)
$$

and

$$
\chi_{-1}(V)=E(V) .
$$

For $y_{0}=1$ or $y_{0}=-1$ the function $T_{y_{0}}$ satisfies all the properties required of the function $G$ in Theorem 19.3.2 and therefore

Theorem 19.5.1. The virtual $T_{y}$-genus and the virtual $\chi_{y}$-genus agree for $y_{0}=1$ and $y_{0}=-1$ :

Let $V$ be an algebraic manifold and let $F_{1}, \ldots, F_{r}$, be complex analytic line bundles over $V$ with cohomology classes $f_{1}, \ldots, f_{r} \in H^{2}(V, Z)$. Then
and

$$
\chi_{1}\left(F_{1}, \ldots, F_{r}\right)_{V}=T_{1}\left(F_{1}, \ldots, F_{r}\right)_{V}=\tau\left(f_{1}, \ldots, f_{r}\right)_{V}
$$

$$
\chi_{-1}\left(F_{1}, \ldots, F_{r}\right)_{V}=T_{-1}\left(F_{1}, \ldots, F_{r}\right)_{V}=T_{-1}\left(f_{1}, \ldots, f_{r}\right)_{V}
$$

## § 20. The Riemann-Roch theorem for algebraic manifolds and complex analytic line bundles

We are now in a position to prove that if $V$ is an algebraic manifold then the Todd genus $T(V)$ and the arithmetic genus $\chi(V)$ agree. This will then imply the Riemann-Roch theorem for a complex analytic line bundle over $V$.
20.1. The first step is to prove that $T(V)$ and $\chi(V)$ agree if the algebraic manifold $V$ is also a complex analytic split manifold [see 13.5.b)].

Theorem 20.1.1. Let $V$ be an algebraic manifold which is also a complex analytic split manifold. Then $\chi(V)=T(V)$.

Proof. Let $m=\operatorname{dim} V$ and let $A_{1}, \ldots, A_{m}$ be the complex analytic diagonal line bundles defined over $V$. By 13.6 (13) and Theorem 17.4.1 with $W=1$,

$$
\begin{aligned}
& (1+y)^{m} T(V)=\sum_{l=0}^{m} y^{l} \sum_{i_{1}<\cdots<i_{l}} T_{y}\left(A_{i_{1}}, \ldots, A_{i_{i}}\right)_{V}, \\
& (1+y)^{m} \chi(V)=\sum_{l=0}^{m} y^{l} \sum_{i_{1}<\cdots<i_{l}} \chi_{y}\left(A_{i_{1}}, \ldots, A_{i_{l}}\right)_{V} .
\end{aligned}
$$

The $T_{y}$ are polynomials. Since V is algebraic the $\chi_{y}$ are also polynomials (Theorem 19.2.1). The two equations show that $T(V)=\chi(V)$ provided that, for some $y_{0} \neq-1, T_{y_{0}}$ and $\chi_{y_{0}}$ agree for algebraic manifolds $V$ and their virtual submanifolds $\left(A_{i_{1}}, \ldots, A_{i_{1}}\right)_{V}$. Theorem 19.5 .1 shows that $T_{y_{0}}$ and $\chi_{y_{0}}$ agree in this sense for $y_{0}=1$. This completes the proof.

Remark: It is interesting to note that the agreement of $\chi_{y_{0}}$ and $T_{y_{0}}$ for $y_{0}=-1$ is not sufficient to prove the above theorem. The proof that $\chi_{y_{0}}$ and $T_{y_{0}}$ agree for $y_{0}=1$ is based on the fact that the index of a differentiable manifold can be represented as a "polynomial in the Pontrjagin classes" (Theorem 8.2.2). This theorem was proved with the help of the cobordism theory of Thom.
20.2. The construction of 13.4 associates, to each compact complex manifold $V_{n}$, a compact complex split manifold $V^{\Delta}$ which is a complex
analytic fibre bundle over $V$ with the flag manifold $\mathbf{G L}(n, \mathbf{C}) / \Delta(n, \mathbf{C})$ as fibre. This construction makes it possible to reduce the proof that $\chi(V)=T(V)$ for arbitrary algebraic manifolds $V$ to the case considered in Theorem 20.1.1. By Theorem 14.3.1 $T(V)=T\left(V^{\Delta}\right)$. The corresponding result for the arithmetic genus is contained in

Theorem 20.2.1. Let $\xi$ be a complex analytic $\mathbf{G L}(q, \mathbf{C})$-bundle over the algebraic manifold $V$. Let $V^{\prime}$ be the fibre bundle associated to $\xi$ with the flag manifold $\mathbf{F}(q)=\mathbf{G} \mathbf{L}(q, \mathbf{C}) / \Delta(q, \mathbf{C})$ as fibre. Then $V^{\prime}$ is an algebraic manifold and $\chi\left(V^{\prime}\right)=\chi(V)$.

Proof: Theorem 18.3.1* implies that $V^{\prime}$ is algebraic. Let $\varphi$ be the projection from $V^{\prime}$ on to $V$. The bundle $\varphi^{*} \xi$ over $V^{\prime}$ admits the group $\Delta(q, C)$ of diagonal matrices as structure group. Let $\xi_{1}, \ldots, \xi_{q}$ be the corresponding diagonal $\mathrm{C}^{*}$-bundles and let $\gamma_{i}$ be the image of $c_{1}\left(\xi_{i}\right)$ under the natural homomorphism $H^{2}\left(V^{\prime}, \mathbf{Z}\right) \rightarrow H^{2}\left(V^{\prime}, \mathbf{C}\right)$. The bundles $\xi_{i}$ are complex analytic and therefore by Theorem 15.9 .1 the cohomology classes $\gamma_{i}$ are of type ( 1,1 ). The cohomology homomorphism $\varphi^{*}$ maps $H^{*}(V, \mathbf{C})$ monomorphically into $H^{*}\left(V^{\prime}, \mathbf{C}\right)$ (Borel [2]). Since $\varphi$ is a complex analytic map, $\varphi^{*}$ maps cohomology classes of type $(p, q)$ to cohomology classes of type $(p, q)$. It is known that $H^{*}\left(V^{\prime}, \mathbf{C}\right)$ is generated by $\varphi^{*} H^{*}(V, \mathrm{C})$ and the $\gamma_{i}$ (Borel [2]). Since each $\gamma_{i}$ is of type (1, 1), all cohomology classes of type $(0, p)$ in $H^{*}\left(V^{\prime}, \mathbf{C}\right)$ must lie in $\varphi^{*} H^{*}(V, \mathbf{C})$. Therefore $h^{0, p}\left(V^{\prime}\right)=h^{0, p}(V)$ and hence $\chi(V)=\chi\left(V^{\prime}\right)$.

Theorem 20.2.2. Let $V$ be an algebraic manifold. The arithmetic genus $\chi(V)$ and the ToDd genus $T(V)$ agree.

Proof: Let $V^{\boldsymbol{4}}$ be the split manifold constructed from $V$. The previous theorem shows that $V^{\Delta}$ is an algebraic manifold and that

By Theorem 14.3.1

$$
\begin{equation*}
\chi(V)=\chi\left(V^{\Delta}\right) \tag{1}
\end{equation*}
$$

By Theorem 20.1.1

$$
\begin{equation*}
T(V)=T\left(V^{\Delta}\right) \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\chi\left(V^{\Delta}\right)=T\left(V^{\Delta}\right) . \tag{3}
\end{equation*}
$$

The conclusion follows from (1)-(3).
20.3. Theorem 20.2 .2 states that the $\chi_{y}$-genus and the $T_{y}$-genus agree for algebraic manifolds when $y=0$. The argument of 19.5 then implies

Theorem 20.3.1. Let $V$ be an algebraic manifold, and let $F_{1}, \ldots, F_{r}$ be complex analytic line bundles over $V$. Then

$$
\chi\left(F_{1}, \ldots, F_{r}\right)_{V}=T\left(F_{1}, \ldots, F_{r}\right)_{V}
$$

The theorem states for $r=1$

$$
\chi(F)_{V}=T(F)_{V}
$$

The virtual genus of a line bundle can be expressed in terms of the (non-virtual) genus of $V$. By 17.2 and 12.1 (4)

$$
\chi(F)_{V}=\chi(V)-\chi\left(V, F^{-1}\right),
$$

and

$$
T(F)_{V}=T(V)-T\left(V, F^{-1}\right)
$$

Therefore, replacing $F$ by $F^{-1}$, Theorems 20.2 .2 and 20.3 .1 imply the formula:

$$
\begin{equation*}
\chi(V, F)=T(V, F) . \tag{4}
\end{equation*}
$$

Formula (4) is the Riemann-Roch theorem for an algebraic manifold $V$ and a complex analytic line bundle $F$ over $V$.

Recall (15.9) that the cohomology class of $F$ is the first Chern class of the $\mathbf{C}^{*}$-bundle associated to $F$. The definitions of $\chi$ and $T$ and the result just obtained can be collected together as

Theorem 20.3.2. Let $V$ be an algebraic manifold of dimension $n$ and let $F$ be a complex analytic line bundle over $V$ with cohomology class $t \in H^{2}(V, \mathbf{Z})$. The cohomology groups $H^{i}(V, F)$ of $V$ with coefficients in the sheat of germs of local holomorphic sections of $F$ are finite dimensional complex vector spaces which vanish for $i>n$. The Euler-Poincare characteristic

$$
\chi(V, F)=\sum_{i=0}^{n}(-1)^{i} \operatorname{dim} H^{i}(V, F)
$$

can be expressed as a "polynomial" $T(V, F)$ in the cohomology class $t$ and the Chern classes $c_{i}$ of $V$ :

$$
\begin{equation*}
\chi(V, F)=x_{n}\left[e^{t} \prod_{i=1}^{n} \frac{\gamma_{i}}{1-e^{-\gamma_{i}}}\right] . \tag{*}
\end{equation*}
$$

Formula (4*) is to be understood as follows:
$c_{i} \in H^{2 i}(V, \mathbf{Z})$ and there is a formal factorisation

$$
\begin{equation*}
1+c_{1} x+\cdots+c_{n} x^{n}=\left(1+\gamma_{1} x\right) \ldots\left(1+\gamma_{n} x\right) . \tag{5}
\end{equation*}
$$

Consider the term of degree $n$ in $f$ and the $\gamma_{i}$ of the expression in square brackets. It is a symmetric function in the $\gamma_{i}$ and is therefore a polynomial in $f$ and the $c_{i}$ with rational coefficients. If the multiplication is interpreted as the cup product in $H^{*}(V, \mathbf{Z})$, this polynomial defines an element of $H^{2 n}(V, \mathbf{Z}) \otimes \mathbf{Q}$. The value of this element on the $2 n$-dimensional cycle of $V$ determined by the natural orientation is equal to $\chi(V, F)$.

If $F=1$, so that $f$ is 0 , the above theorem gives Theorem 20.2.2.
Formula (4*) can also be written in the form (see 1.7):

$$
\begin{equation*}
\chi(V, F)=x_{n}\left[e^{t+\frac{1}{2} c_{1}} \prod_{i=1}^{n} \frac{\gamma_{\|} / 2}{\sinh \gamma_{l} / 2}\right] \tag{6}
\end{equation*}
$$

The power series $\frac{x}{\sinh x}$ is a power series in $x^{2}$. The elementary symmetric functions of the $\gamma_{i}^{2}$ are the Pontrjagin classes $p_{1}, p_{2}, \ldots$, of $V$, which depend only on the differentiable structure of $V$, not on the almost complex structure (see 4.6). Therefore
$\chi(V, F)$ is a polynomial in $f+\frac{1}{2} c_{1}$ and the Pontrjagin classes of $V$.
In terms of the polynomials $A_{i}$ defined in 1.6 we deduce from (6) that

$$
\begin{equation*}
\chi(V, F)=\sum \frac{1}{2^{\bullet \cdot n}+1}\left(f+\frac{1}{2} c_{1}\right)^{\gamma} A_{s}\left(p_{1}, \ldots, p_{s}\right)[V], \tag{*}
\end{equation*}
$$

where the summation is over all $r, s$ with $r+2 s=n=\operatorname{dim} V$.
The equation $\chi(V, F)=T(V, F)$ has an immediate corollary which was first proved by Serre and Kodaira-Spencer [4]:

Let $V$ be an algebraic manifold. The integer $\chi(V, F)$ depends only on the cohomology class $f$ of $F$.
20.4. In the remaining sections of this paragraph we make some remarks on the connection between the present results and the classical theory (see $0.1-0.5$ ). Let $F$ and $G$ be two fixed complex analytic line bundles over the algebraic manifold $V$. Then $\chi\left(V, F \otimes G^{k}\right)$ is an integer which depends on $k$. By Theorem 20.3.2

$$
\chi\left(V, F \otimes G^{k}\right)=T\left(V, F \otimes G^{k}\right) .
$$

It is then clear from the definition of $T$ that $\chi\left(V, F \otimes G^{k}\right)$ is a polynomial in $k$ of degree $\leqq n=\operatorname{dim} V$. If $t, g$ are the cohomology classes of $F, G$ respectively, the coefficient of $k^{n}$ in this polynomial is $\frac{1}{n!} g^{n}[V]$. The constant term of the polynomial is of course $\chi(V, F)$. Collecting these facts together we have

$$
\begin{gather*}
\chi\left(V, F \otimes G^{k}\right)=a_{0}+a_{1} k+\cdots+a_{n} k^{n} \\
\text { with } \quad a_{0}=\chi(V, F) \text { and } n!a_{n}=g^{n}[V] . \tag{7}
\end{gather*}
$$

The $a_{i}$ are rational numbers which by ( $4^{*}$ ) can be expressed as "polynomials" in $f, g$ and the Chern classes of $V$.

Remark: The fact that $\chi\left(V, F \otimes G^{k}\right)$ is a polynomial in $k$, and the formula for $a_{n}$, can easily be deduced from Theorem 19.2.1, so that it is not necessary to use ( $4^{*}$ ). On the other hand we obtain in this way very precise information about all the coefficients $a_{i}$. Another proof that $\chi\left(V, F \otimes G^{k}\right)$ is a polynomial in $k$ was found by J.-P. Serre who deduced, with the help of the Picard manifold of $V$, that $\chi(V, F)$ depends only on the cohomology class $f$ (see the end of the previous section).

Now let $G$ be a positive line bundle (see 18.1). Then there is an integer $k_{0}$, depending on $F$ and $G$, such that the line bundle $F \otimes G^{k} \otimes K^{-1}$ is positive for $k \geqq k_{0}$. [ $K$ is the canonical line bundle defined in 15.3. a).]

Therefore by Theorem 18.2.2

$$
\operatorname{dim} H^{0}\left(V, F \otimes G^{k}\right)=\chi\left(V, F \otimes G^{k}\right) \quad \text { for } \quad k \geqq k_{0}
$$

It follows that for any line bundle $F$ and any positive line bundle $G$

$$
\begin{equation*}
\operatorname{dim} H^{0}\left(V, F \otimes G^{k}\right)=a_{0}+a_{1} k+\cdots+a_{n} k^{n} \tag{8}
\end{equation*}
$$

for sufficiently large $k$, and that the coefficient $a_{0}=\chi(V, F)$ is independent of $G$.

In the case in which $G$ is projectively induced (that is, associated to a hyperplane section of some embedding of $V$ in a complex projective space) these are known features of the classical theory (Hilbert characteristic function, postulation formula). It is then well known that $a_{0}$ in (8) does not depend on $G$. If we write $a_{0}=a_{0}(F)$ we can define $\chi(V, F)$ in terms of the classical theory by

$$
\begin{equation*}
\chi(V, F)=a_{0}(F) . \tag{9}
\end{equation*}
$$

By Serre duality [15.5 (14)] or, alternatively, by 12.2 (12),

$$
\begin{equation*}
a_{0}(F)=(-1)^{n} a_{0}\left(K \otimes F^{-1}\right) . \tag{10}
\end{equation*}
$$

In the classical theory the arithmetic genus is defined in two alternative ways

$$
\begin{equation*}
p_{a}(V)=(-1)^{n}\left(-1+a_{0}(1)\right) \text { and } P_{a}(V)=-(-1)^{n}+a_{0}(K) . \tag{11}
\end{equation*}
$$

The conjecture that $p_{a}(V)=P_{a}(V)$ was a long outstanding problem. Severi conjectured (see for instance Severi [1]) that for connected algebraic manifolds $V$
that is,

$$
p_{a}(V)=P_{a}(V)=g_{n}-g_{n-1}+\cdots+(-1)^{n-1} g_{1}
$$

$$
\begin{equation*}
p_{u}(V)=P_{a}(V)=(-1)^{n}(-1+\chi(V)) \tag{12}
\end{equation*}
$$

This equation follows from (10) for $F=1$. Equations (12) state the equivalence of three definitions of the arithmetic genus of an algebraic manifold, all of which appear in the classical theory. This result was obtained by Kodaira-Spencer [1] in the manner described. For further information on the history of the arithmetic genus we refer to the work of Kodaira [1,2,5]. Theorem 20.2.2 can be interpreted as stating that a fourth possible definition, namely the Todd genus, agrees with the three definitions just given (see 0.2).
20.5. Let $V$ be a $n$-dimensional algebraic manifold and $K$ the canonical line bundle of $V$. If $c_{1}$ is the first Chern class of $V$ then by Theorem 4.4.3 (see also 12.2 and 15.9 ) $K$ has cohomology class $-c_{1}$. The $i$-th plurigenus of $V$ is defined by

$$
P^{i}=\operatorname{dim} H^{0}\left(V, K^{i}\right)
$$

where $K^{i}$ denotes the $i$-fold tensor product of the line bundle $K$. (The $i$ in $P^{i}$ is a suffix, not a power.) Then

$$
P^{1}=\operatorname{dim} H^{0}(V, K)=\operatorname{dim} H^{n}(V, 1)=g_{n}=\text { geometric genus of } V
$$

There is an interesting case in which the $P^{i}$ can be calculated by means of the Riemann-Roch theorem (20.3.2) and Theorem 18.2.2:

Suppose that $K$ is positive. Then

$$
\begin{align*}
\chi\left(V, K^{i}\right) & =P^{i} \quad \text { for } \quad i \geqq 2 \\
\chi\left(V, K^{i}\right) & =x_{n}\left[\exp \left(-\frac{1}{2}(2 i-1) c_{1}\right) \prod_{j=1}^{n} \frac{\gamma_{j} / 2}{\sinh \gamma_{j} / 2}\right],  \tag{13}\\
\lim _{i \rightarrow \infty} \frac{P^{i}}{i^{n}} & =\frac{1}{n!}\left(-c_{1}\right)^{n}[V] \neq 0 .
\end{align*}
$$

The above hypothesis is for instance satisfied if $V$ is the quotient space defined by a discontinuous group of automorphisms acting freely (i.e. no element other than the identity has fixed points) on a bounded domain of $C_{n}$ (Kodaira [6], p. 41). In this case the plurigenus $P^{i}$ is equal to the number of linearly independent (over $\mathbf{C}$ ) automorphic forms of weight $i$.
20.6. Let $F$ be a complex analytic line bundle over the $n$-dimensional algebraic variety $V$ with cohomology class $f \in H^{2}(V, Z)$. Then $\chi(V, F)$ can be calculated by formula ( $4^{*}$ ) of 20.3 . In ( $4^{*}$ ) there is a "multiplier" $e^{f}$ in front of the product $\prod_{i=1}^{n}$. The identity

$$
e^{f}=\left(1-\left(1-e^{-f}\right)\right)^{-1}=\sum_{j=0}^{n}\left(1-e^{-f}\right)^{j}
$$

in the cohomology ring of $V$ now implies (by the definition of the virtual Todd genus and the fact that the virtual $T$-genus and $\chi$-genus agree) the following formula which was conjectured by Severi [1]:

$$
\begin{equation*}
\chi(V, F)=\chi(V)+\chi(F)_{V}+\chi(F, F)_{V}+\cdots+\chi\left(F, \ldots \underset{(n \text { times })}{\ldots, F)_{V}}\right. \tag{14}
\end{equation*}
$$

Associate to the $n$-dimensional algebraic manifold $V$ the integers

$$
\psi_{j}=\chi\left(K, \ldots \underset{(j \text { times })}{\ldots, K)_{V},} \psi_{0}=\chi(V)\right.
$$

These are given in terms of the classical invariants $\Omega_{\boldsymbol{i}}$ by the relations

$$
\psi_{n}=\Omega_{0}=\left(-c_{1}\right)^{n}[V], \quad \psi_{j}=(-1)^{n-j} \Omega_{n-j}+1
$$

Formula (14), with $F$ replaced by $K$, becomes

$$
\begin{equation*}
(-1)^{n} \psi_{0}=\sum_{i=0}^{n} \psi_{j} \quad \text { (SEVERI) } \tag{14'}
\end{equation*}
$$

Maxwell-Todd [1] obtained all other general relations between the integers $\psi_{j}$. All such relations are easily proved by using the virtual Todd genus and we give another example:

The definition of the virtual Todd genus shows that, if $c_{1} \in H^{2}(V, Z)$ is the first Chern class of $V$,

$$
\psi_{j}=x_{n}\left[\left(1-e^{c_{1}}\right)^{j} \prod_{i=1}^{n} \frac{\gamma_{i}}{1-e^{-\gamma_{i}}}\right] .
$$

This expression for $\psi_{j}$ contains the "multiplier" $\left(1-e^{c_{1}}\right)^{j}$, and so the corresponding expression for $\sum_{j=0}^{n} 2^{n-j} \psi_{j}$ contains the multiplier

$$
\sum_{j=0}^{n} 2^{n-j}\left(1-e^{c_{1}}\right)^{j}=2^{n+1} /\left(1+e^{c_{1}}\right)
$$

Therefore

$$
\sum_{j=0}^{n} 2^{n-j} \psi_{j}=x_{n}\left[2^{n+1} \frac{e^{e_{i} / 2}}{1+e^{e_{1}}} \prod_{i=1}^{n} \frac{\gamma_{i} / 2}{\sinh \gamma_{j} / 2}\right]
$$

Since $\frac{e^{\epsilon_{1} / 2}}{1+e^{\sigma_{1}}}$ is an even function of $c_{1}$, the expression in [] contains no terms of odd degree in $c_{1}$ and the $\gamma_{i}$. Therefore

$$
\begin{equation*}
\sum_{i=0}^{n} 2^{n-j} \psi_{j}=0 \text { for } n \text { odd } \tag{15}
\end{equation*}
$$

Remark: The calculations of this section can be carried out without using the fact that the $T$-genus and the $\chi$-genus agree. It is then necessary to use the formalism of $\S 17$ together with Theorem 19.2.1 and the duality formula 15.5 (14). All the relations of Maxwell-Todd can be obtained in this way. Nevertheless once $T$ and $\chi$ are identified it is much easier to work with the $T$-genus. The calculations in the formalism of § 17 are precisely analogous to those using the $T$-genus. The reader will notice that the power series of $\S 17$ correspond to the multipliers which occur in front of $\prod_{i=1}^{n} \frac{\gamma_{i}}{1-e^{-\gamma_{i}}}$ in the calculations with the $T$-genus (and, similarly, to the multipliers which occur in front of $\prod_{i=1}^{n} Q\left(y ; \gamma_{i}\right)$ for the $T_{y}$-genus; see 1.8). If for instance a complex analytic line bundle $F$ with cohomology class $f$ is involved, the formalism of $\S 17$ will contain an indeterminate $f$ and the calculations with the $T$-genus will contain a multiplier $e^{f}$
20.7. We conclude this paragraph with some remarks on the RIEMANNRoch theorem for algebraic surfaces. Let $V$ be an algebraic manifold of complex dimension two and $F$ a complex analytic line bundle over $V$ with cohomology class $t \in H^{2}(V, Z)$. Then formula (4*) of 20.3 and SERRE
duality give

$$
\begin{align*}
\operatorname{dim} H^{0}(V, F)- & \operatorname{dim} H^{1}(V, F)+\operatorname{dim} H^{0}\left(V, K \otimes F^{-1}\right) \\
& =\frac{1}{2}\left(f^{2}+f c_{1}\right)[V]+\frac{1}{12}\left(c_{1}^{2}+c_{2}\right)[V] . \tag{16}
\end{align*}
$$

To express this in the classical notation we assume that $V$ is connected. The superabundance (see Zariski [1], p. 68) of $F$ is defined by

$$
\operatorname{dim} H^{1}(V, F)=\sup (F)
$$

The integer $f^{2}[V]$ is called the virtual degree $g(F)$ of $F$. It is now easy to express (16) in the usual form of the Riemann-Roch theorem. Alternatively it is possible to use formula 20.6 (14) and obtain
$\operatorname{dim} H^{0}(V, F)+\operatorname{dim} H^{0}\left(V, K \otimes F^{-1}\right)=\chi(V)+\chi(F)_{V}+g(F)+\sup (F)$.

In the classical terminology $\chi(F)=1-\pi(F)$, where $\pi(F)=$ "virtual genus of $F^{\prime \prime}$, and $\chi(V)=1+p_{a}(V)$. Recall that, by the remark following Theorem 15.2.1,
$\operatorname{dim}|F|+1=\operatorname{dim} H^{0}(V, F), \operatorname{dim}\left|K \otimes F^{-1}\right|+1=\operatorname{dim} H^{0}\left(V, K \otimes F^{-1}\right)$, so that (17) can be written in the classical form

$$
\begin{equation*}
\operatorname{dim}|F|+\operatorname{dim}\left|K \otimes F^{-1}\right|=p_{a}(V)-\pi(F)+g(F)+\sup (F) \tag{18}
\end{equation*}
$$

Unlike formula (16), formula (18) does not contain the fact that $\chi(V)=T(V)$. This equation arises in the classical theory in the following form:

Define the linear genus

$$
p^{(1)}=g(K)+1=c_{1}^{2}[V]+1 .
$$

Formula (18), with $F$ replaced by $K$, gives an alternative definition

$$
1-\pi(K)=1-p^{(1)}=\chi(K) .
$$

The Zeuthen-Segre invariant $I$ of $V$ is given by $c_{2}[V]=I+4$, and the arithmetic genus $p_{a}(V)$ by $\chi(V)=1+p_{a}(V)$. Therefore the equation

$$
\chi(V)=\frac{1}{12}\left(c_{1}^{2}+c_{2}\right)[V]=T(V)
$$

becomes

$$
\begin{equation*}
12 p_{a}+9=p^{(1)}+I . \tag{19}
\end{equation*}
$$

This relation is due to M. Noether (see Zariski [1], p. 62).

## §21. The Riemann-Roch theorem for algebraic manifolds and complex analytic vector bundles

21.1. In this section we prove the main theorem

$$
\begin{equation*}
\chi(V, W)=T(V, W) \tag{1}
\end{equation*}
$$

for an algebraic manifold $V$ and a complex analytic vector bundle $W$ over $V$. This theorem will be called the Riemann-Roch theorem for vector bundles (or simply $\mathrm{R}-\mathrm{R}$ ). We recall the definitions of $\chi$ and $T$ and summarise the situation in

Theorem 21.1.1. Let $V$ be an algebraic manifold of dimension $n$ and let $W$ be a complex analytic vector bundle over $V$ with fibre $\mathbf{C}_{q}$. Let $c_{0}, c_{1}, \ldots, c_{n}$ be the Chern classes of $V$ and $d_{0}, d_{1}, \ldots, d_{q}$ the Chern classes of $W\left(c_{0}=d_{0}=1 ; c_{i}, d_{i} \in H^{2 i}(V, Z)\right)$. The cohomology groups $H^{i}(V, W)$ are finite dimensional vector spaces which vanish for $i>n$. The EulerPoincare characteristic

$$
\chi(V, W)=\sum_{i=0}^{n}(-1)^{i} \operatorname{dim} H^{i}(V, W)
$$

can be expressed as a "polynomial" $T(V, W)$ in the Chern classes $c_{i}$ and $d_{i}$ :

$$
\begin{align*}
\chi(V, W) & =x_{n}\left[\left(e^{\delta_{1}}+\cdots+e^{\delta_{q}}\right) \prod_{i=1}^{n} \frac{\gamma_{i}}{1-e^{-\gamma_{i}}}\right]  \tag{1*}\\
& =x_{n}\left[e^{c_{1} / 2}\left(e^{\delta_{1}}+\cdots+e^{\delta_{q}}\right) \prod_{i=1}^{n} \frac{\gamma_{i} / 2}{\sinh \gamma_{i} / 2}\right]=T(V, W) .
\end{align*}
$$

Equation (1*) is to be understood as follows: there are formal factorisations

$$
\sum_{i=0}^{n} c_{i} x^{i}=\prod_{i=1}^{n}\left(1+\gamma_{i} x\right) \text { and } \sum_{i=0}^{q} d_{i} x^{i}=\prod_{i=1}^{q}\left(1+\delta_{i} x\right)
$$

and the term of degree $n$ of the expression in square brackets is a polynomial in the $c_{i}$ and $d_{i}$. This term determines an element of $H^{2 n}(V, \mathbf{Z}) \otimes \mathbf{Q}$ which is to be evaluated on the fundamental $2 n$-dimensional cycle of $V$.

Before giving the proof we make some remarks and discuss a special case. Of course R-R contains Theorem 20.3.2. R-R also implies that, for fixed $V$, the integer $\chi(V, W)$ depends only on the Chern classes of $W$ and therefore only on the continuous vector bundle $W$. This fact does not seem to have been proved without using R-R, except in the case that $W$ is a line bundle (see the remark in 20.4). This may be connected with the fact that there is in general no algebraic manifold whose points represent (for fixed $V$ and $q>1$ ) the complex analytic $\mathbf{G L}(q, \mathbf{C})$-bundles over $V$ which are trivial as continuous bundles. For $q=1$ such an algebraic manifold does exist; it is called the Picard manifold of $V$ (see Serre [1], Kodaira-Spencer [2]).

Theorem 21.1.1 is known for $n=1$; in this case $V$ is an algebraic curve and Weil proved

Theorem 21.1.2 (Weil [1], p. 63). Let $V$ be a connected algebraic curve and let $W, W^{\prime}$ be complex analytic vector bundles with $\mathbf{C}_{r}, \mathbf{C}_{r^{\prime}}$ as typical fibres. Let $d_{1} \in H^{2}(V, Z)$ be the first Chern class of $W$ and $d_{1}^{\prime}$ the first Chern class of $W^{\prime}$. Then

$$
\begin{aligned}
\chi\left(V, W \otimes W^{\prime *}\right) & =\operatorname{dim} H^{0}\left(V, W \otimes W^{\prime *}\right)-\operatorname{dim} H^{0}\left(V, K \otimes W^{*} \otimes W^{\prime}\right) \\
& =r^{\prime} d_{1}[V]-r d_{1}^{\prime}[V]+r r^{\prime}(1-p)
\end{aligned}
$$

where $p$ is the genus of $V$.
Proof with help of R-R: Let $\delta_{i}, \delta_{i}^{\prime}$ denote the formal roots of $W, W^{\prime}$. Then by Theorem 4.4.3 or formula 10.1 (4)

$$
\begin{aligned}
\chi\left(V, W \otimes W^{\prime *}\right) & =x_{1}\left[e^{c_{1} / 2}\left(e^{\delta_{1}}+\cdots+e^{\delta_{r}}\right)\left(e^{-\delta_{1}^{\prime}}+\cdots+e^{-\delta_{r^{\prime}}^{\prime}}\right)\right] \\
& =x_{1}\left[\left(1+c_{1} / 2\right)\left(r+d_{1}\right)\left(r^{\prime}-d_{1}^{\prime}\right)\right] .
\end{aligned}
$$

Q. E. D.

We now come to the proof of R-R. Let $\xi$ be the complex analytic $\mathbf{G L}(q, \mathbf{C})$-bundle over $V$ associated to $W$. Consider a fibre bundle $E$ associated to $\boldsymbol{\xi}$ with the flag manifold $\mathbf{F}(q)=\mathbf{G} \mathbf{L}(q, \mathbf{C}) / \boldsymbol{\Delta}(q, \mathbf{C})$ as fibre and denote the projection of $E$ on to $V$ by $\varphi$. By Theorem 14.3.1

$$
\begin{equation*}
T(V, W)=T\left(E, \varphi^{*} W\right) \tag{2}
\end{equation*}
$$

and, by the theorem of Borel stated in the next section,

$$
\chi(V, W)=\chi\left(E, \varphi^{*} W\right) \chi(\mathbf{F}(q))
$$

Since the arithmetic genus $\chi(\mathbf{F}(q))$ is 1 (see 15.10)

$$
\begin{equation*}
\chi(V, W)=\chi\left(E, \varphi^{*} W\right) \tag{3}
\end{equation*}
$$

The group of the bundle reduces complex analytically to the group $\boldsymbol{\Delta}(q, \mathbf{C})$. Therefore there are $q$ diagonal complex analytic line bundles $A_{1}, \ldots, A_{q}$ over $E$ and by 12.1 (5) and Theorem 16.1.2

$$
\begin{equation*}
T\left(E, \varphi^{*} W\right)=\sum_{i=1}^{q} T\left(E, A_{i}\right) \quad \text { and } \quad \chi\left(E, \varphi^{*} W\right)=\sum_{i=1}^{q} \chi\left(E, A_{i}\right) \tag{4}
\end{equation*}
$$

$E$ is an algebraic manifold (Theorem 18.3.1*), and so by Theorem 20.3.2,

$$
\begin{equation*}
\chi\left(E, A_{i}\right)=T\left(E, A_{i}\right) \quad(1 \leqq i \leqq q) . \tag{5}
\end{equation*}
$$

Equations (2), (3), (4) and (5) now give

$$
\chi(V, W)=T(V, W) . \quad \text { Q.E.D. }
$$

21.2. The following previously unpublished theorem of Borel was used in the proof of Theorem 21.1.1 (R-R).

Theorem 21.2.1. Let $E$ be a complex analytic fibre bundle over a compact complex manifold $V$ with a (compact) connected Kähler manifold $F$ as fibre and with a connected structure group. $E$ is then automatically
a compact complex manifold. Let $\varphi$ be the projection from $E$ on to $V$, and let $W$ be a complex analytic vector bundle over $V$. Then

$$
\begin{equation*}
\chi_{y}\left(E, \varphi^{*} W\right)=\chi_{y}(V, W) \chi_{y}(F) \tag{6}
\end{equation*}
$$

In particular, when $y=0$,

$$
\begin{equation*}
\chi\left(E, \varphi^{*} W\right)=\chi(V, W) \chi(F), \quad \chi(E)=\chi(V) \chi(F) \tag{7}
\end{equation*}
$$

Corollary: If $E, V$ and $F$ are Kähler manifolds then the index $\tau$ satisfies

$$
\begin{equation*}
\tau(E)=\tau(V) \tau(F) \tag{8}
\end{equation*}
$$

By Theorem 15.8.2, the corollary is the case $y=1, W$ trivial. The proof of Theorem 21.2.1 due to Borel uses the spectral sequence for the $\delta$-cohomology of a complex analytic fibre bundle, and is included in Appendix Two.

Remarks: (1) When $F$ is a flag manifold, (6) implies formulae (10), (10*) of 14.3, 14.4. It is shown in Chern-Hirzebruch-Serre [1] that (8) is true when $E, V, F$ are compact connected oriented manifolds, provided that the orientation of $E$ is induced by those of $V$ and $F$ and that the fundamental group $\pi_{1}(V)$ acts trivially on the cohomology ring $H^{*}(F)$ of $F$.
(2) Theorem 20.2.1 is a special case of Theorem 21.2.1. In 20.2.1 we proved only as much as was necessary for the application to Theorem 20.2.2.
(3) For the proof of $\mathrm{R}-\mathrm{R}$ in the previous section it is enough to know formula (7) for $F$ a flag manifold. The induction method used at the end of 18.3 shows that it is sufficient to know (7) for $F$ a complex projective space. In this case $\chi(F)=1$ and it is possible to prove that

$$
\begin{equation*}
\operatorname{dim} H^{i}(V, W)=\operatorname{dim} H^{i}\left(E, \varphi^{*} W\right) \tag{9}
\end{equation*}
$$

which implies the equation $\chi(V, W)=\chi\left(E, \varphi^{*} W\right)$. A direct proof of (9) is given in the appendix [23.2 (2)].
21.3. Theorem 21.1.1 ( $\mathrm{R}-\mathrm{R}$ ) makes possible the complete identification of the $\chi$-theory and the $T$-theory. By R-R

$$
\chi\left(V, W \otimes \lambda^{p} T\right)=T\left(V, W \otimes \lambda^{p} T\right)
$$

and therefore

$$
\chi^{p}(V, W)=T^{p}(V, W)
$$

Since $\chi^{p}, T^{p}$ are the coefficients of $y^{p}$ in the polynomials $\chi_{y}, T_{y}$ this implies that

$$
\chi_{y}(V, W)=T_{y}(V, W)
$$

Note that $\chi^{p}(V, W)$ depends only on the continuous vector bundle $W$. If $W$ is a line bundle then this fact can be proved directly (KodarraSpencer [4]).

The explicit formula in the case $W=1$ is [see 12.2 (9)]:

$$
\begin{align*}
\chi^{p}(V) & =\sum_{q=0}^{n}(-1)^{q} h^{p, q}(V) \\
& =x_{n}\left[\sum e^{-\left(\gamma_{i_{1}}+\cdots+\gamma_{i_{p}}\right)} \prod_{i=1}^{n} \frac{\gamma_{i}}{1_{i}-e^{-\gamma_{i}}}\right] \\
& =x_{n}\left[\sum e^{\frac{1}{2}\left( \pm \gamma_{i} \pm \cdots \pm \gamma_{i n}\right)} \prod_{i=1}^{n} \frac{\gamma_{i} / 2}{\sinh \gamma_{i} / 2}\right] . \tag{10}
\end{align*}
$$

(The summation in the last line is over all combinations of signs which contain exactly $p$ minus signs.)

It now follows from 19.4 that $\chi_{y}$ and $T_{y}$ also agree in the virtual case. We therefore obtain

Theorem 21.3.1. Let $V$ be an algebraic manifold, $W$ a complex analytic vector bundle over $V$ and $F_{1}, \ldots, F_{r}$ complex analytic line bundles over $V$. Then

$$
\begin{equation*}
\chi_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}=T_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V} \tag{11}
\end{equation*}
$$

Remark: The case $r=0$ (see 19.3) and $y=0$ of this formula is just R-R. Although formula (11) is the most general result of this chapter, it is not an essential generalisation. $\mathrm{R}-\mathrm{R}$ is the central theorem.

## Bibliographical note

At least four other proofs of the Riemann-Roch theorem are now available. A proof that $\chi(V, W)=T(V, W)$ for a complex analytic vector bundle $W$ over an arbitrary compact complex manifold $V$ has been given by Atiyah-Singer [1]. Their method is based partly on the proof of the index theorem (8.2.2) in Chapter Two and is described in $\S 25$. The argument of 21.3 then implies that the $\chi$-theory and the $T$-theory agree on compact complex manifolds $i$. e. Theorem 21.3 .1 holds for $V$ a compact complex manifold. In particular $\chi_{1}(V)=T_{1}(V)=\tau(V)$ so that the Hodge index theorem (15.8.2) is true for $V$ a compact complex manifold.

A direct proof that $\chi(V)=T(V)$ which avoids the index theorem is due to Washnitzer. The proof holds for $V$ an algebraic manifold and more generally for $V$ a non-singular projective variety defined over an algebraically closed field $\mathbf{K}$. By results of Chow and Serre, $\chi(V)$ and $T(V)$ can still be defined in this case (Serre [2, 4], Borel-Serre [2], Grothendieck [4]). The published version (Washnitzer [2]) contains an axiomatic characterisation of the arithmetic genus $\chi(V)$ but unfortunately omits the proof that $T(V)$ satisfies the axioms.

The Grothendieck-Riemann-Roch theorem for a proper map $f: V \rightarrow X$ of algebraic varieties (Borel-Serre [2]) is described in § 23. When $X$ is a point the theorem becomes $R-R$ for an algebraic vector bundle $W$ over a non-singular projective variety $V$ (both defined over an algebraically closed field $K$ ). By results of Serre [4] on the relation between analytic and algebraic sheaves when $\mathbf{K}=\mathbf{C}$, this implies R-R for a complex analytic vector bundle $W$ over an algebraic manifold $V$.

Another proof of the Grothendieck-Riemann-Roch theorem when $K=\mathbf{C}$ is due to Atiyah-Hirzebruch [8]. For $f: V \rightarrow X$ an embedding the proof includes the case that $V, X$ are arbitrary compact complex manifolds. For general $f$ it is necessary to assume that $V, X$ are algebraic manifolds. This approach yields the shortest available proof of $R-R$ but, as in this book, only for $V$ a (complex) algebraic manifold.

## Appendix One

by R. L. E. Schwarzenberger

## §22. Applications of the Riemann-Roch theorem

Three typical applications of the Riemann-Roch theorem are summarised. The first uses the theorem to calculate invariants of complete intersections in projective space (22.1). The second uses the theorem to calculate invariants of algebraic manifolds which arise from the bounded homogeneous symmetric domains of E. Cartan (22. 2.-22.3). The third application of R-R is to the study of complex vector bundles over complex projective space (22.4).
22.1. Consider $r$ non-singular hypersurfaces $F^{\left(a_{1}\right)}, \ldots, F^{\left(a_{r}\right)}$ of degrees $a_{1}, \ldots, a_{r}$ in complex projective space $\mathbf{P}_{n+r}(\mathbf{C})$. The intersection $V_{n}^{\left(a_{1}, \ldots, a_{r}\right)}$ $=F^{\left(a_{1}\right)} \cap \cdots \cap F^{\left(a_{r}\right)}$ is an algebraic manifold of dimension $n$ if the hypersurfaces $F^{\left(a_{1}\right)}, \ldots, F^{\left(a_{r}\right)}$ are in general position. The problem is to calculate the $\chi_{y}$-characteristic of the algebraic manifold $V_{n}^{\left(a_{1}, \ldots, a_{r}\right)}$. It will appear that this depends only on the integers $a_{1}, \ldots, a_{r}, n$ and not on the particular choice of hypersurfaces $F^{\left(a_{1}\right)}, \ldots, F^{\left(a_{r}\right)}$.

Let $H$ be a line bundle over $\mathbf{P}_{n+r}(\mathbf{C})$ associated to the $\mathbf{C}^{*}$-bundle $\eta_{n+r}$ (see 4.2). Then $H$ corresponds to the divisor class of a hyperplane $\mathbf{P}_{n+r-1}(\mathbf{C})$ and has cohomology class $c_{1}\left(\eta_{n+r}\right)=h \in H^{2}\left(\mathbf{P}_{n+r}(\mathbf{C}), \mathbf{Z}\right)$. The line bundle $H^{a i}$ corresponds to the divisor class of the hypersurface $F^{\left(a_{1}\right)}$. If $j: V_{n}^{\left(a_{1}, \ldots, a_{r}\right)} \rightarrow \mathbf{P}_{n+r}(\mathbf{C})$ is the embedding we write $\bar{h}$ for $j^{*} h$ and $\boldsymbol{F}$ for $j^{*} H$.

Consider the case $r=1$. By 4.8.1 there is an exact sequence of vector bundles over $\boldsymbol{F}^{\left(a_{1}\right)}$

$$
0 \rightarrow \mathfrak{T}(F) \rightarrow j^{*} \mathfrak{T}(P) \rightarrow j^{*} H^{a_{1}} \rightarrow 0
$$

where $\mathfrak{T}(F)$ and $\mathfrak{T}(P)$ are the tangent bundles of $F^{\left(a_{1}\right)}$ and $\mathbf{P}_{n+1}(\mathbf{C})$. Therefore

$$
c(\mathfrak{T}(F))=j^{*}\left(c(\mathbb{S}(P)) \cdot c\left(H^{a_{1}}\right)^{-1}\right)=(1+\tilde{h})^{n+2}\left(1+a_{1} \tilde{h}\right)^{-1} .
$$

Theorem 4.8 .1 can be applied $r$ times to give the total Chern class of the algebraic manifold $V_{n}^{\left(a_{1}, \ldots, a_{r}\right)}$ :

$$
\begin{equation*}
c\left(\mathcal{F}\left(V_{n}\right)\right)=(1+\tilde{h})^{n+r+1}\left(1+a_{1} \tilde{h}\right)^{-1} \ldots\left(1+a_{r} \tilde{h}\right)^{-1} . \tag{1}
\end{equation*}
$$

Theorem 22.1.1. Let $V_{n}$ be a complete intersection of $r$ hypersurfaces of degrees $a_{1}, \ldots, a_{r}$ in general position in $\mathbf{P}_{n_{+r}}(\mathbf{C})$, and let $z$ be an in-
determinate. The $\chi_{y}$-characteristic of the line bunale $\tilde{H}^{k}$ over $V_{n}$ is given by

$$
\begin{equation*}
\sum_{n=0}^{\infty} \chi_{y}\left(V_{n}, \tilde{H}^{k}\right) z^{n+r}=\frac{(1+z y)^{n-1}}{(1-z)^{k+1}} \prod_{i=1}^{r} \frac{(1+z y)^{a_{i}}-(1-z)^{a_{i}}}{(1+z y)^{a_{i}}+y(1-z)^{a_{i}}} . \tag{2}
\end{equation*}
$$

Proof (Hirzebruch [3], § 2.1): By the Riemann-Roch theorem (21.3.1)

$$
\chi_{y}\left(V_{n}, \tilde{H}^{k}\right)=T_{y}\left(V_{n}, \tilde{H}^{k}\right) .
$$

Let $R(x)=\left[\left(1-e^{-x(y+1)}\right)^{-1}(y+1)-y\right]^{-1}$. Then (1) implies

$$
\begin{aligned}
T_{y}\left(V_{n}, \tilde{H}^{k}\right) & =x_{n}\left[e^{(1+y) k \tilde{h}}\left(\tilde{h} R(\tilde{h})^{-1}\right)^{n+r+1} \prod_{i=1}^{r}\left(a_{i} \tilde{h}\right)^{-1} R\left(a_{i} \tilde{h}\right)\right] \\
& =x_{n}\left[e^{(1+y) k \bar{h}} \tilde{h}^{n+1} R(\tilde{h})^{-n-r-1} \prod_{i=1}^{r} a_{i}^{-1} R\left(a_{i} \tilde{h}\right)\right]
\end{aligned}
$$

The term of degree $n$ is a multiple of $\tilde{h}^{n}$ and $\tilde{h}^{n}\left[V_{n}\right]=a_{1} a_{2} \ldots a_{r}$. Therefore $T_{y}\left(V_{n}, \tilde{H}^{k}\right)$ is the coefficient of $x^{-1}$ in

$$
e^{(1+y) k x} R(x)^{-n-r-1} \prod_{i=1}^{r} R\left(a_{i} x\right)
$$

This coefficient can be computed as a residue at $x=0$. The substitution $z=\boldsymbol{K}(x)$ gives

$$
\begin{aligned}
& e^{(1+y) x}=\frac{1+z y}{1-z}, \quad d z=(1+z y)(1-z) d x \\
& R(a x)=\frac{(1+z y)^{4}-(1-z)^{a}}{(1+z y)^{a}+y(1-z)^{a}} .
\end{aligned}
$$

Therefore $T_{y}\left(V_{n}, \tilde{H}^{k}\right)$ is the residue at $z=0$ of

$$
z^{-n-r-1} \frac{(1+z y)^{k-1}}{(1-z)^{k+1}} \prod_{i=1}^{r} \frac{(1+z y)^{d_{i}}-(1-z)^{\alpha_{i}}}{(1+z y)^{a_{i}}+y(1-z)^{a_{i}}}
$$

as required.
Corollary: When $y=0$, equation (2) becomes

$$
\sum_{n=0}^{\infty} \chi\left(V_{n}, \tilde{H}^{k}\right) z^{n+r}=(1-z)^{-k-1} \prod_{i=1}^{r}\left(1-(1-z)^{a_{i}}\right) .
$$

Similarly the cases $y=-1, y=+1$ give equations for the EulerPoincaré characteristic and index of $V_{n}^{\left(a_{1}, \ldots, a_{r}\right)}$.

Remark: Theorem 22.1.1 can be proved directly from the "four term formula" [16.3 (10)] and this proof preceded the proof of the Riemann-Roch theorem. It can be shown easily that the theorem holds also for $r=0$. The coroliary gives for $r=0$ and $r=1$ respectively the well known formulae for $\chi\left(\mathbf{P}_{n}(\mathbf{C}), H^{k}\right)$ and $\chi\left(V_{n}^{(2)}, \tilde{H}^{k}\right)$ which were used for example in Hirzebruch-Kodaira [1] and Brieskorn [1].

Theorem 22.1.1 can be used to calculate the integers $h^{p, q}$ for $V_{n}$ (see 15.4). This is possible because of

Theorem 22.1.2. Let $V_{n}=V_{n}^{\left(a_{1}, \ldots, a_{r}\right)}$ be a complete intersection. Then $h^{p, q}\left(V_{n}\right)=\delta_{p, q}$ for $p+q \neq n$ and

$$
\begin{aligned}
& \chi^{p}\left(V_{n}\right)=(-1)^{n-p} h^{p, n-p}\left(V_{n}\right)+(-1)^{p} \quad \text { for } \quad 2 p \neq n, \\
& \chi^{m}\left(V_{n}\right)=(-1)^{m} h^{m, m}\left(V_{n}\right) \text { for } 2 m=n .
\end{aligned}
$$

The proof can be found in Hirzebruch [3], § 2.2. It is by induction on $r$ and uses the theorem of Lefschetz on hyperplane sections (Bott [4]).
22.2. Let $M$ be a bounded domain in $\mathbf{C}_{n}$ endowed with the Bergmann hermitian metric (Kodaira [6], p. 42). This is a Kähler metric which is invariant under complex analytic homeomorphisms of $M$. Let $I(M)$ be the group of all such homeomorphisms and $Y=M / \Delta$ the quotient space defined by the action of a subgroup $\Delta$ of $I(M)$. The identification map $p: M \rightarrow Y$ is a complex analytic covering map of a compact complex manifold $Y$ if
(a) $\Delta$ is properly discontinuous, i.e. any compact set in $M$ intersects only a finite number of its images under $\Delta$.
(b) $M / \Delta$ is compact.
(c) $\Delta$ acts freely, i.e. only the identity element of $\Delta$ has fixed points.

Properties (a), (b), (c) imply (see Kodaira [6], p. 41) that the canonical line bundle $K_{Y}$ is a positive line bundle over $Y$ (see 18.1). Therefore Theorem 18.1 .2 implies that $Y$ is an algebraic manifold. A holomorphic function $f$ on $M$ is an automorphic form of weight $r$ with respect to $\Delta$ if for all $x \in M, \gamma \in \Delta$,

$$
f(\gamma x)=J_{\gamma}^{-r}(x) f(x)
$$

where $J_{\gamma}(x)$ is the jacobian of $\gamma$ at the point $x$. The complex vector space of all automorphic forms of weight $\gamma$ is isomorphic to $H^{0}\left(Y, K_{Y}^{r}\right)$. The dimension of this vector space, i.e. the "number" of linearly independent automorphic forms of weight $r$ with respect to $\Delta$, is denoted by $\Pi_{r}(M, \Delta)$. Since $K_{Y}$ is positive, Theorems 18.2 .1 and 18.2.2 imply that the cohomology groups of $Y$ with coefficients in the sheaf of germs of holomorphic sections of $K_{Y}^{r}$ are zero in all dimensions $\neq 0$ if $r \geqq 2$ and in all dimensions $\neq n$ if $r \leqq-1$. Therefore [see 20.5 (13)]

$$
\begin{align*}
& \Pi_{r}(M, \Delta)=0 \text { for } r \leqq-1 \\
& \Pi_{0}(M, \Delta)=1 \\
& \Pi_{1}(M, \Delta)=g_{n},  \tag{3}\\
& \Pi_{r}(M, \Delta)=\chi\left(Y, K_{Y}^{r}\right) \text { for } r \geqq 2 .
\end{align*}
$$

Here $g_{n}$ is the "number" of holomorphic forms of degree $n$ over $Y=M / \Delta$.
Now suppose that the bounded domain $M$ is homogeneous, i.e. $M$ admits a transitive group of complex analytic homeomorphisms. The Chern classes $c_{i}$ of $Y$ can be represented by differential forms so that each
partition $\pi=\left(j_{1}, \ldots, j_{p}\right)$ of $n$ defines a differential form $P(\pi)$ of degree $2 n$ and type $(n, n)$ which represents the cohomology class $c_{j_{1}} \ldots c_{j_{p}}$. Since $M$ is homogeneous $p^{*} P(\pi)=s(\pi) . V$ where $s(\pi)$ is a real number which depends only on $M$ and the partition $\pi$, and $V$ is the invariant volume element of $M$ with respect to the Bergmann metric (see HirzeBRUCH [5], § 2).

Theorem 22.2.1. Let $\Delta_{1}, \Delta_{2}$ be two subgroups of $I(M)$ which satisfy (a), (b), (c). Let $v_{i}$ be the volume of $Y_{i}=M / \Delta_{i}$ with respect to the BERGmaNN metric on the bounded homogeneous domain $M$ and $c=v_{1} / v_{2}$. Then

$$
\chi_{y}\left(Y_{1}\right)=c \chi_{y}\left(Y_{2}\right), \quad \Pi_{r}\left(M, \Delta_{1}\right)=c \Pi_{r}\left(M, \Delta_{2}\right) \quad \text { for } \quad r \geqq 2 .
$$

Proof: Let $s_{i}(\pi)$ be the Chern number $c_{j_{1}} \ldots c_{j_{p}}\left[Y_{i}\right]$ of $Y_{i}$ which corresponds to the partition $\pi$. Then $s_{1}(\pi)=s(\pi) v_{1}, s_{2}(\pi)=s(\pi) v_{2}$ and

$$
\begin{equation*}
s_{1}(\pi)=c s_{2}(\pi) \text { for all } \pi=\left(j_{1}, \ldots, j_{p}\right) . \tag{4}
\end{equation*}
$$

Therefore (4) holds also for any linear combination of Chern numbers. In particular (3) and the Riemann-Roch theorem imply that (4) holds for $\chi_{y}\left(Y_{i}\right)$ and for $\Pi_{r}\left(M, \Delta_{i}\right), r \geqq 2$.

Now suppose that the bounded homogeneous domain $M$ is in addition symmetric, $i$. $e$. for each point $x \in M$ there is a complex analytic homeomorphism $\sigma_{x}: M \rightarrow M$ which has $x$ as isolated fixed point and is an involution ( $\sigma_{x}^{2}=$ identity). The following special case of a theorem of Borel shows that there always exist algebraic manifolds $M / \Delta$.

Theorem 22.2.2 (Borel [4]). Let M be a bounded homogeneous symmetric domain, and $I(M)$ the group of complex analytic homeomorphisms of M. Then
I) $I(M)$ contains a subgroup $\Delta$ which satisfies (a), (b) and (c),
II) if $\Delta$ is a subgroup of $I(M)$ which satisfies (a) and (b), and which does not consist only of the identity element, then $\Delta$ has a proper normal subgroup of finite index which satisfies (a), (b) and (c).

Remark: In the case considered, (a) holds if and only if $\Delta$ is a discrete subgroup of $I(M)$; property (b) holds if and only if $I(M) / \Delta$ is compact (Borel [4], p. 112).
22.3. Let $M$ be a bounded homogeneous symmetric domain in $\mathbf{C}_{n}$. Then $M$ is a product $M=N_{1} \times \cdots \times N_{s}$ of irreducible bounded homogeneous symmetric domains $N_{k}$. Each $N_{k}$ is a quotient space $N=G / H$ with $G$ a simple non-compact Lie group with centre the identity and $H$ a maximal compact connected subgroup of $G$ with centre of (real) dimension one. It is possible to associate to $G$ a compact Lie group $G^{\prime}$ which also contains $H$. The quotient space $N^{\prime}=G^{\prime} \mid H$ is a compact irreducible homogeneous hermitian symmetric complex manifold which contains an open subset complex analytically homeomorphic to $N$ (Borel [1]). Full details of this construction can be found in Helgason [1], p. 321.

It is shown in Borel-Hirzebruch [1], Part I, p. 520 that the canonical line bundle of $N^{\prime}$ is negative in the sense of Kodaira (and hence that $N^{\prime}$ is an algebraic manifold). Let $e \in N \subset N^{\prime}$ be the base point corresponding to the identity of $G, G^{\prime}$. By a formula of E. Cartan the curvature tensor at $e$ associated to an invariant metric on $N^{\prime}$ is a negative multiple of the curvature tensor at $e$ associated to an invariant metric on $N$ (see Hirzebruch [5]).

Let $M^{\prime}=N_{1}^{\prime} \times \cdots \times N_{s}^{\prime}$ and $e=\left(e_{1}, \ldots, e_{s}\right) \in M$. Then $M$ can be regarded as an open subset of $M^{\prime}$ and the invariant differential forms which represent given Chern numbers on $M, M^{\prime}$ differ at $e$ by a positive factor multiplied by $(-1)^{n}$. This is a consequence of the above-mentioned property of the curvature tensors. As in Theorem 22.2.1 an application of the Riemann-Roch theorem gives

Theorem 22.3.1. Let $M$ be a bounded homogeneous symmetric domain in $\mathrm{C}_{n}$, and $I(M)$ the group of complex analytic homeomorphisms of $M$. Let $Y=M / \Delta$ be the quotient space defined by the action of a subgroup $\Delta$ of $I(M)$ which satisfies (a), (b) and (c) of 22.2, and $M^{\prime}$ the compact symmetric manifold corresponding to $M$. Then there is a real number $c$ such that

$$
\chi_{y}(Y)=c \chi_{y}\left(M^{\prime}\right), \quad \Pi_{r}(M, \Delta)=c \chi\left(M^{\prime},\left(K_{M^{\prime}}\right)^{r}\right) \quad \text { for } \quad r \geqq 2 .
$$

If $n$ is even $c>0$. If $n$ is odd $c<0$.
In fact the manifolds $M^{\prime}$ have been classified directly (see Helgason [1], p. 354). $M^{\prime}=N_{1}^{\prime} \times \cdots \times N_{s}^{\prime}$ where each $N^{\prime}$ is one of the manifolds in the following list:

$$
\begin{align*}
\text { I) } & \mathbf{U}(p+q) / \mathbf{U}(p) \times \mathbf{U}(q), \\
\text { III) } & \text { II) } \mathbf{S O}(2 p) / \mathbf{U}(p), \\
\text { V) } & \mathbf{E}_{6}(p) / \mathbf{U}(p), \\
\text { IV) } \mathbf{S i n}(10) \times \mathbf{T}^{\mathbf{1}} & \text { VI) } \mathbf{E}_{7}\left(p+\mathbf{E}_{6} \times \mathbf{T}^{\mathbf{1}} .\right.
\end{align*}
$$

The fact that each such $N^{\prime}$ yields a bounded homogeneous symmetric domain $N$ was proved by E. Cartan by means of an explicit construction in each case. The first general proof is due to Harish-Chandra [1], p. 591 (see Helgason [1], p. 312). The Betti numbers $b_{r}\left(N^{\prime}\right)$ of $N^{\prime}$ can be calculated by the formula of Hirsch and it can be shown that the numbers $h^{p, q}\left(N^{\prime}\right)$ defined in 15.4 are zero for $p \neq q$ (see 15.10, Borel [2] and Borel-Hirzebruch [1], § 14). It follows that $\chi\left(N^{\prime}\right)=1$ (in fact $N^{\prime}$ is a rational algebraic manifold). Thus we see that the constant $c$ in Theorem 22.3.1 equals $\chi(Y)$. It also follows that the index $\tau=\tau\left(N^{\prime}\right)$ $=\Sigma(-1)^{j} b_{2 j}\left(N^{\prime}\right)$ is zero except in the following cases:
I) if $p=2 s$ and $q=2 t$, or if $p=2 s+1$ and $q=2 t$, or if $p=2 t$ and $q=2 s+1$, then $\tau=\frac{(s+t)!}{s!t!}$,
IV) if $p=4 s$ then $\tau=2$,
V) $\tau=3$.

Let $\Delta$ be a subgroup of $I(M)$ which satisfies $(a),(b)$ and $(c)$ of $\mathbf{2 2 . 2}$. Such a subgroup exists by Theorem 22.2.2. Also by this theorem there exists a proper normal subgroup $\Gamma$ of index $\mu$ in $\Delta$ with $\mu$ arbitrarily large such that $\Gamma$ acts freely on $M$. Then $M / \Gamma$ is a finite covering of $Y=M / \Delta$ with $\mu$ sheets and the Riemann-Roch theorem implies that $\chi_{y}(M / \Gamma)=\mu \chi_{y}(Y)$. By Theorem 22.3.1 and the equations $\chi\left(M^{\prime}\right)=1$, $c=\chi(Y)$ mentioned above

$$
\chi_{y}(M / \Gamma)=\mu \chi_{y}(Y)=\mu \chi(Y) \chi_{\nu}\left(M^{\prime}\right)
$$

where $\chi(Y)>0$ if $n$ is even and $\chi(Y)<0$ if $n$ is odd. In particular if $M^{\prime}$ is a product of manifolds of the type listed in (5) then $n$ is even and $\tau(M / \Gamma)=\mu \chi(Y) \tau\left(M^{\prime}\right), \chi(Y)>0, \tau\left(M^{\prime}\right)>0$. In this way algebraic manifolds $M / \Gamma$ can be constructed with arbitrarily large index.

The first example is the case $M^{\prime}=\mathbf{U}(3) / \mathbf{U}(2) \times \mathbf{U}(1)=\mathbf{P}_{\mathbf{2}}(\mathbf{C})$. Then $\chi\left(M^{\prime}\right)=1$ and $M$ is the open unit disc $\mathbf{B}_{2} \subset \mathbf{C}_{2}$. Thus there exist algebraic surfaces $M / \Gamma$ with arbitrarily large index. This contradicts a conjecture of Zappa [1]. Further details can be found in Borel [4].

Theorem 22.3.1 can also be applied to calculate the integers $\Pi_{r}(M, \Delta)$. Because of (3) we suppose $r \geqq 2$. For simplicity let $M$ be an irreducible bounded symmetric homogeneous domain. Then $M^{\prime}$ is one of the manifolds listed in (4). The values of $\Pi_{r}(M, \Delta)$ were calculated by HirzeBRUCH [4], [5] using the values for $\chi\left(M^{\prime},\left(K_{M^{\prime}}\right)^{r}\right)$. The latter can be calculated by R-R and are related to formulae of H. Weyl on degrees of representations (Borel-Hirzebruch [1], § 22). The results in each case are:
I) $\Pi_{r}(M, \Delta)=(-1)^{p q} \chi(M / \Delta) \Pi \frac{r(p+q)-i-j}{p+q-i-j}$, where the product is over all $0 \leqq i \leqq p-1,1 \leqq j \leqq q$.
II) $\Pi_{r}(M, \Delta)=(-1)^{\frac{1}{\frac{1}{2}} p(p-1)} \chi(M / \Delta) \Pi \frac{2(r-1)(p-1)+i+j}{i+j}$, where the product is over all $0 \leqq i<j \leqq p-1$.
III) $\Pi_{r}(M, \Delta)=(-1)^{\frac{1}{2} p(p+1)} \chi(M / \Delta) \Pi \frac{2(r-1)(p+1)+i+j}{i+j}$, where the product is over all $0 \leqq i \leqq j \leqq p$.
IV) $\Pi_{r}(M, \Delta)=(-1)^{p} \chi(M / \Delta)\left(\binom{r p-1}{p}+\binom{r p}{p}\right)$.
V) $\Pi_{r}(M, \Delta)=\chi(M / \Delta) \Pi \frac{12(r-1)+\mu_{k}}{\mu_{k}}$, where the product is over $k=1, \ldots, 16$ and the corresponding values of $\mu_{k}$ are $1,2,3,4,4,5,5,6$, $6,7,7,8,8,9,10,11$.
VI) $\Pi_{r}(M, \Delta)=-\chi(M / \Delta) \Pi \frac{18(r-1)+\mu_{k}}{\mu_{k}}$, where the product is over $k=1, \ldots, 27$ and the corresponding values of $\mu_{k}$ are $1,2,3,4,5,5$, $6,6,7,7,8,8,9,9,9,10,10,11,11,12,12,13,13,14,15,16,17$.

Remark: Another method of calculating the numbers $\Pi_{r}(M, \Lambda)$, including also the case in which condition (c) is omitted, is due to Selberg (Seminars on analytic functions, Vol. 2, p. 152-161. Institute for Advanced Study, Princeton 1957). Formulae I)-VI) have been generalised to a more general type of automorphic form by Ise [2]. He also uses the proportionality principle. Langlands [1] has obtained these formulae, and corresponding formulae when condition (c) is omitted, using Selberg's trace formula and Harish-Chandra's work.
22.4. In this section the Riemann-Roch theorem $\chi(V, W)=T(V, W)$ is applied with $V=\mathbf{P}_{n}(\mathbf{C})$. For each $n$ we regard $\mathbf{P}_{n-1}(\mathbf{C})$ as a hyperplane in $\mathbf{P}_{n}(\mathbf{C})$. The corresponding divisor class defines a line bundle $H$ over $\mathbf{P}_{n}(\mathbf{C})$ and a cohomology class $h \in H^{2}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{Z}\right)$.

Let $W$ be a continuous complex vector bundle over $\mathbf{P}_{n}(\mathbf{C})$ with fibre $\mathbf{C}_{q}$ and Chern class $1+d_{1} h+\cdots+d_{s} h^{s},\left(d_{j} \in \mathbf{Z}, s \leqq q, s \leqq n\right)$. In $H^{*}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{C}\right)=H^{*}\left(\mathbf{P}_{n}(\mathbf{C}), \mathbf{Z}\right) \otimes \mathbf{C}$ there is a factorisation

$$
1+d_{1} h+\cdots+d_{s} h^{s}=\left(1+\delta_{1} h\right) \ldots\left(1+\delta_{s} h\right)
$$

with $\delta_{j} \in \mathrm{C}$ and therefore by 10.1 and 4.4.3

$$
\begin{aligned}
T\left(\mathbf{P}_{n}(\mathbf{C}), W \otimes H^{r}\right) & =x_{n}\left[\sum_{j=1}^{q} e^{\left(\delta_{j}+r\right) h}\left(\frac{h}{1-e^{-h}}\right)^{n+1}\right] \\
& =\sum_{j=1}^{q} \frac{1}{2 \pi i} \int \frac{e^{\left(\delta_{j}+r\right) h}}{\left(1-e^{-h}\right)^{n+1}} d h
\end{aligned}
$$

where $\delta_{s+1}=\cdots=\delta_{q}=0$ and integration is over a small circle round the origin. The substitution $z=1-e^{-h}$ gives

$$
T\left(\mathbf{P}_{n}(\mathbf{C}), W \otimes H^{r}\right)=\sum_{j=1}^{q}\binom{n+\delta_{j}+r}{n}
$$

If $W$ is a complex analytic vector bundle the Riemann-Roch theorem implies that $\sum_{j=1}^{q}\binom{n+\delta_{j}+r}{n}$, which a priori is a rational number with denominator $n!$, is an integer for all integers $r$. The same conclusion holds for $W$ a continuous vector bundle by the integrality theorem of 26.1. This completes the proof of

Theorem 22.4.1. Let $W$ be a continuous complex vector bundle over $\mathbf{P}_{n}(\mathbf{C})$ with Chern class

$$
1+d_{1} h+\cdots+d_{s} h^{s}=\left(1+\delta_{1} h\right) \ldots\left(1+\delta_{s} h\right)
$$

where $d_{j} \in \mathbf{Z}, \delta_{j} \in \mathbf{C}$ and $s \leqq n$. Let $r$ be an integer. Then the symmetric function

$$
\binom{n+r+\delta_{1}}{n}+\cdots+\binom{n+r+\delta_{s}}{n}
$$

in the $\delta_{j}$ is an integer.

Examples: Consider the case $q=2$. Then $\binom{n+\delta_{1}}{n}+\binom{n+\delta_{\mathbf{2}}}{n}$ is an integer. This implies the following restrictions on the integers $d_{1}=\delta_{1}+\delta_{2}$, $d_{2}=\delta_{1} \delta_{2}$ :

$$
\begin{array}{ll}
n=2 & \text { no restriction } \\
n=3 & d_{1} d_{2} \equiv 0 \text { modulo } 2 \\
n=4 & d_{2}\left(d_{2}+1-3 d_{1}-2 d_{1}^{2}\right) \equiv 0 \text { modulo } 12
\end{array}
$$

Let $W$ be the tangent bundle of $\mathbf{P}_{2}(C)$. Then $s=2, d_{1}=d_{2}=3$ and $d_{1} d_{2}$ is odd. Therefore $W$ is not the restriction to $P_{2}(C)$ of any continuous vector bundle over $\mathbf{P}_{\mathbf{3}}(C)$. It can be shown similarly that for all $n \geqq 3$ the tangent bundle of $\mathbf{P}_{n-1}(C)$ is not the restriction of any vector bundle over $\mathbf{P}_{n}(\mathbf{C})$. An example of a continuous vector bundle $W$ over $\mathbf{P}_{3}(\mathbf{C})$ with fibre $\mathbf{C}_{2}$, which is not the restriction to $\mathbf{P}_{3}(\mathbf{C})$ of any vector bundle over $\mathbf{P}_{4}(C)$, is given by the following classical construction. Consider a linear complex in $\mathbf{P}_{3}(\mathbf{C})$, i.e. the set of lines satisfying an equation $\sum a_{i j} p_{i j}=0$ where $p_{01}, p_{02}, p_{03}, p_{23}, p_{31}, p_{12}$ are PLücker coordinates. The lines of the linear complex which pass through a point $x \in \mathbf{P}_{3}(\mathbf{C})$ form a plane pencil. This defines an algebraic fibre bundle $B$ over $\mathbf{P}_{\mathbf{3}}(\mathbf{C})$ with fibre $\mathbf{P}_{1}(\mathbf{C})$. There is an associated vector bundle $W$ over $\mathbf{P}_{\mathbf{3}}(\mathbf{C})$ with fibre $C_{2}$ and $d_{1}=d_{2}=2$. Thus $d_{2}\left(d_{2}+1-3 d_{1}-2 d_{1}^{2}\right) \equiv 2$ modulo 12 and $W$ is not the restriction of any vector bundle over $\mathbf{P}_{4}(\mathbf{C})$.

In general Theorem 22.4.1 gives necessary conditions for integers $d_{1}, \ldots, d_{s}$ to appear as Chern classes of a continuous complex vector bundle over $\mathbf{P}_{n}(\mathbf{C})$ with fibre $\mathbf{C}_{\boldsymbol{q}}$. These are hard to calculate for particular $q, n$ but for fixed $q$ they clearly become more restrictive as $n \rightarrow \infty$. In fact a lemma in algebraic number theory (which the author owes to J. W. S. CASSELS) implies that if $\sum_{j=1}^{s}\binom{n+\delta_{j}}{n}$ is an integer for all $n$ then each $\delta_{j}$ is an integer. This implies

Theorem 22.4.2. Let $W$ be a continuous vector bundle over $\mathbf{P}_{n}(\mathbf{C})$ with fibre $\mathbf{C}_{q}$ and suppose that $W$ is the restriction to $\mathbf{P}_{n}(\mathbf{C})$ of a continuous vector bundle over $\mathbf{P}_{N}(\mathbf{C})$ for arbitrarily large $N$. Then there are integers $r_{1}, \ldots, r_{q}$ such that $c(W)=c\left(H^{r_{1}} \oplus \cdots \oplus H^{r_{q}}\right)$.

Further results on complex vector bundles over $\mathbf{P}_{n}(\mathbf{C})$ can be found in Horrocks [1], [2] and Schwarzenberger [1]. For the classification of complex analytic vector bundles over algebraic curves, which also makes use of R-R, see Atiyah [1], [2], Grothendieck [3], NarasimhanSeshadri [1], [2], and Turin [1], [2].

## 【 23. The Riemann-Roch theorem of Grothendieck

The generalisation of $\mathrm{R}-\mathrm{R}$ due to Grothendieck depends on properties of coherent analytic sheaves over complex manifolds. These
properties are summarised in $23.1-23.3$ and are used to obtain an alternative proof of equation 21.2 (9). The Grothendieck-RiemannRосн theorem itself is described in 23.4-23.6. Throughout this paragraph we shall for convenience assume that all algebraic manifolds are connected.
23.1. Let $X_{n}$ be a complex manifold of dimension $n$, and $\Omega$ the sheaf over $X_{n}$ of germs of local holomorphic functions (15.1). Each stalk $\Omega_{x}$ of $\Omega$ is a ring with identity $1 \in \Omega_{x}$.

Definition: A sheaf $\mathfrak{S}=\left(S, \pi, X_{n}\right)$ of abelian groups is an analytic sheaf over $X_{n}$ if:
I) Every stalk $S_{x}$ of $\mathfrak{S}$ is a module over the corresponding stalk $\Omega_{x}$ of $\Omega$ (the unit element $1 \in \Omega_{x}$ operates as the identity).
II) The map from $\cup_{x \in X} \Omega_{x} \times S_{x}$ (regarded as a subspace of $\Omega \times S$ ) to $S$ defined by the module multiplication is continuous.

An essential role is played by the coherent analytic sheaves. Let $\Omega_{p}$ denote the sum $\Omega \oplus \cdots \oplus \Omega$ of $p$ copies of $\Omega$.

Definition: An analytic sheaf $\mathcal{S}$ over $X_{n}$ is coherent if for each point $x \in X_{n}$ there is an open neighbourhood $U$ of $x$ and an exact sequence of sheaves over $U$

$$
\Omega_{p}\left|U \rightarrow \Omega_{q}\right| U \rightarrow \mathbb{S} \mid U \rightarrow 0
$$

For the basic properties of coherent analytic sheaves we refer to Grauert-Remmert [1]. The definition given there is apparently more restrictive than the above definition. The theorem of OkA on the sheaf of relations determined by a system of holomorphic functions (see Cartan [3], Exposé XIV) implies that $\Omega$ is coherent in the sense of Grauert-Remmert [1]. It can then be deduced that the two definitions of coherence are equivalent (see Serre [2], Chap. I, Prop. 7). Note that coherence is a purely local property.

The sheaf $\Omega(W)$ of germs of local holomorphic sections of a complex analytic vector bundle $W$ over $X_{n}$ with fibre $\mathbf{C}_{q}$ is locally isomorphic to $\Omega_{q}$. Therefore $\Omega(W)$ is a coherent analytic sheaf.

If $\mathcal{S}$ is an arbitrary sheaf over $X_{n}$ the cohomology groups of $X_{n}$ with coefficients in $\mathcal{S}$ can be defined by "alternating" cochains (SERRE [3]). It follows from general considerations of dimension theory that $H^{q}\left(X_{n}, \mathcal{S}\right)=0$ for $q>2 n$. For coherent analytic sheaves a more precise result has been proved by Malgrange [Bull. Soc. Math. France 85, 231-237 (1957)]:

Theorem 23.1.1. Let $\subseteq$ be a coherent analytic sheaf over an n-dimensional complex manifold $X_{n}$. Then $H^{q}\left(X_{n}, \mathbb{S}\right)=0$ for $q>n$.

The corresponding finiteness condition is due to Cartan-Serre [1] (see also Cartan [4]):

Theorem 23.1.2. Let $\subseteq$ be a coherent analytic sheaf over a compact complex manifold $X$. Then for all $q \geqq 0$ the complex vector space $H^{q}(X, \mathcal{S})$ is finite dimensional.

Theorems 23.1.1 and 23.1.2 generalise the results obtained, for the particular case $\mathscr{S}=\Omega(W)$, in Theorem 15.4.2. The proof of Theorem 23.1.2 makes use of the theory of holomorphically complete manifolds (Stein manifolds). Theorem B (Serre [1] and Cartan [3], Exposé XIX) implies that if $\mathcal{S}$ is a coherent analytic sheaf over a holomorphically complete manifold $X$ then $H^{q}(X, \mathcal{S})=0$ for $q>0$. If now $X$ is a compact complex manifold there is a finite covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ of $X$ such that each intersection $U_{i_{0}} \cap \cdots \cap U_{i_{p}}$ is holomorphically complete. This is for instance automatically the case if each $U_{i}$ is a unit disc with respect to some complex analytic chart on $X$. The Leray spectral sequence (Godement [1], Chap. II, 5.2.4) can then be used to prove that $H^{q}(X, \mathfrak{S})=H^{q}(\mathfrak{U}, \mathfrak{S})$ for $q \geqq 0$. This is one of the basic facts required for the proof of Cartan-Serre.
23.2. Let $f: X \rightarrow Y$ be a holomorphic map of complex manifolds and $\mathscr{S}$ an analytic sheaf over $X$. The $q$-th direct image of $\mathscr{S}$ is an analytic sheaf $t_{*}^{q} \varsigma$ over $Y$ which is defined by means of a presheaf. For any open set $U$ of $Y$ the cohomology group $H^{q}\left(f^{-1}(U), \mathscr{S}\right)$ is a module over the ring of holomorphic functions defined on $f^{-1}(U)$. A holomorphic function $g: U \rightarrow \mathbf{C}$ can be lifted to a holomorphic function $g f: f^{-1}(U) \rightarrow \mathbf{C}$ and so $H^{q}\left(f^{-1}(U), \mathbb{S}\right)$ can also be regarded as a module over the ring of holomorphic functions defined on $U$. These modules define a presheaf for $f_{*}^{q} \mathbb{S}$. The definition implies that $f_{*}^{q} \mathbb{S}$ is an analytic sheaf over $Y$.

Consider an exact sequence of analytic sheaves over $X$

$$
0 \rightarrow \mathbb{S}^{\prime} \rightarrow \subseteq \rightarrow \mathbb{S}^{\prime \prime} \rightarrow 0
$$

By Theorem 2.8.2 the open set $f^{-1}(U)$ is paracompact for every open set $U$ of $Y$. By Theorem 2.10 .1 there is an exact sequence
$0 \rightarrow H^{0}\left(f^{-1}(U), \widetilde{\Xi}^{\prime}\right) \rightarrow H^{0}\left(f^{-1}(U), \Xi^{\prime}\right) \rightarrow H^{0}\left(f^{-1}(U), \Xi^{\prime \prime}\right) \rightarrow H^{1}\left(f^{-1}(U), \Xi^{\prime}\right) \rightarrow \cdots$

$$
\begin{aligned}
\cdots \rightarrow H^{q}\left(f^{-1}(U), \Xi^{\prime}\right) \rightarrow H^{q}\left(f^{-1}(U), \Xi\right) \rightarrow H^{q} & \left(f^{-1}(U), \Xi^{\prime \prime}\right) \rightarrow \\
& \rightarrow H^{q+1}\left(f^{-1}(U), \Im^{\prime}\right) \rightarrow \cdots
\end{aligned}
$$

and hence an exact sequence of analytic sheaves over $Y$

$$
\begin{align*}
& 0 \rightarrow f_{*}^{0} \mathbb{S}^{\prime} \rightarrow f_{*}^{0} \mathscr{S} \rightarrow f_{*}^{0} \mathbb{S}^{\prime \prime} \rightarrow f_{*}^{1} \mathbb{S}^{\prime} \rightarrow \cdots \\
& \cdots \rightarrow f_{*}^{q} \mathbb{S}^{\prime} \rightarrow f_{*}^{q} \mathcal{S} \rightarrow f_{*}^{q} \mathbb{S}^{\prime \prime} \rightarrow f_{*}^{q+1} \mathbb{S}^{\prime} \rightarrow \cdots \tag{1}
\end{align*}
$$

Theorem 23.2.1. Let $f: X \rightarrow Y$ be a holomorphic map of complex manifolds and $\mathcal{S}$ an analytic sheaf over $X$. Suppose that $f_{*}^{i} \mathcal{S}=0$ for all $i>0$. Then the complex vector spaces $H^{q}\left(Y, f_{*}^{0} \mathcal{S}\right)$ and $H^{q}(X, \mathcal{S})$ are isomorphic for all $q \geqq 0$.

The direct image sheaves figure already in the fundamental work of Leray [1], [2]. The exact sequence (1) and Theorem 23.2.1 are reformulations, for holomorphic maps and analytic sheaves, of results of Leray on
continuous maps. Theorem 23.2.1 follows immediately from the Leray spectral sequence (see Cartan [2] and Godement [1], Chap. II, 4.17.1). A direct proof can be found in Grauert-Remmert [1] (p. 417, Satz 6).

The proof of the Riemann-Roch theorem in 21.1 depends on a result of Borel (Theorem 21.2.1). As remarked in 21.2, in order to complete the proof of $\mathrm{R}-\mathrm{R}$ directly it is sufficient to establish equation 21.2 (9). We tirst prove

Lemma 23.2.2. Let $X$ be a complex anaiytic fibre bundle over the complex manifold $Y$ with fibre $\mathbf{P}_{n}(\mathbf{C})$ and projection map $f$. Let $W$ be a complex analytic vector bundle over $Y$. There is a natural isomorphism between the analytic sheaves $\Omega(W)$ and $f_{*}^{0} \Omega\left(f^{*} W\right)$. The analytic sheaf $f_{*}^{i} \Omega\left(f^{*} W\right)$ is zero for $i>0$.

Proof: Let $U$ be an open set of $Y$. A holomorphic section $s$ of $W$ over $U$ determines a holomorphic section $s f$ of $f^{*} W$ over $f^{-1}(U)$. Since each fibre $\mathbf{P}_{n}(\mathbf{C})$ is compact and connected, this defines an isomorphism $H^{0}(U, \Omega(W)) \rightarrow H^{0}\left(f^{-1}(U), \Omega\left(f^{*} W\right)\right)$ and proves the first part of the lemma. The second part is purely local, so we may choose $U$ to be a holomorphically complete open set over which both $W$ and $X$ are trivial. We wish to prove that $H^{i}\left(f^{-1}(U), \Omega\left(f^{*} W\right)\right)=0$ for $i>0$. Since $f^{*} W \mid f^{-1}(U)$ is a sum of trivial bundles it is sufficient to prove that $H^{i}\left(f^{-1}(U), 1\right)=0$ for $i>0$. Now $H^{r}(U, 1)=0$ for $r>0$ (23.1) and $H^{s}\left(\mathbf{P}_{n}(\mathrm{C}), 1\right)=0$ for $s>0(15.10)$. Therefore (Kaup [1], §7, Satz 1) the KÜNNETH formula for analytic sheaves can be applied in this case to give

$$
\begin{aligned}
H^{i}\left(f^{-1}(U), 1\right)= & H^{i}\left(U \times \mathbf{P}_{n}(\mathbf{C}), 1\right)= \\
& \sum_{r+s=i} H^{r}(U, 1) \otimes H^{s}\left(\mathbf{P}_{n}(\mathbf{C}), 1\right)=0 \text { for } i>0 .
\end{aligned}
$$

Remark: The Künneth formula for sheaves is due originally to Grothendieck (see Bott [1] and Borel-Serre [2]). A proof of the formula for algebraic coherent sheaves was given by SAmpsonWashnitzer [3]. The formula for analytic coherent sheaves used here depends on finiteness assumptions on the higher dimensional cohomolugy groups involved; in the present case these groups are zero. For full details see Kaup [1].

Lemma 23.2.2 and Theorem 23.2.1 (with $\mathscr{S}=\Omega\left(f^{*} W\right)$ ) together imply

Theorem 23.2.3. Let $X$ be a complex analytic fibre bundle over the complex manifold $Y$ with fibre $\mathbf{P}_{n}(\mathbf{C})$ and projection map $f$. Let $W$ be a complex analytic vector bundle over $Y$. Then the complex vector spuces $H^{q}(Y, W)$ and $H^{q}\left(X, f^{*} W\right)$ are isomorphic for all $q \geqq 0$.

As a corollary we obtain the equation 21.2 (9) required to complete the proof of the Riemann-Roch theorem:

$$
\begin{equation*}
\operatorname{dim} H^{q}(Y, W)=\operatorname{dim} H^{q}\left(X, f^{*} W\right) \tag{2}
\end{equation*}
$$

The direct image sheaves $f_{*} \mathcal{\subseteq}$ have special properties when $\mathcal{E}$ is coherent. Let $X$ be a complex manifold of dimension $n$ and $\mathfrak{S}$ a coherent analytic sheaf over $X$. Let $f: X \rightarrow Y$ be a holomorphic map of complex manifolds. The following theorems reduce to 23.1 .1 and 23.1.2 when $Y$ is a point.

Theorem 23.2.4. Under the above hypotheses $f_{*}^{q} \mathbb{S}=0$ for $q>n$.
Theorem 23.2.5. Under the above hypotheses, if $f$ is a proper map then $f_{*}^{a} \mathfrak{S}$ is coherent for all $q \geqq 0$.

Theorem 23.2.4 is an immediate consequence of 23.1.1. Theorem 23.2.5 is a deep theorem of Grauert [2]. If $X$ and $Y$ are both algebraic manifolds then Theorem 23.2.5 can be proved algebraically (BorelSerre [2], Théorème 1) by using the correspondence between coherent analytic sheaves and coherent algebraic sheaves (Serre [4]).
23.3. Let $X$ be a complex manifold, $C(X)$ the set of isomorphism classes of coherent analytic sheaves over $X$ and $F(X)$ the free abelian group generated by $C(X)$. An element of $F(X)$ is a finite linear combination $\sum_{i} n_{i} \mathscr{S}_{i}, n_{i} \in \mathbf{Z}, \mathfrak{S}_{i}$ a coherent analytic sheaf over $X$. Let $R(X)$ be the subgroup generated by all elements $\mathfrak{S}-\mathbb{S}^{\prime}-\mathbb{S}^{\prime \prime}$ where

$$
0 \rightarrow \varsigma^{\prime} \rightarrow \Theta \rightarrow \varsigma^{\prime \prime} \rightarrow 0
$$

is an exact sequence of coherent analytic sheaves over $X$. The GrothenDIECK group "of coherent analytic sheaves over $X^{\prime}$ " is the quotient group $K_{\omega}(X)=F(X) / R(X)$.

Let $X$ be a compact complex manifold and $b \in K_{\omega}(X)$ an element represented by a linear combination $\sum_{i} n_{i} \mathscr{S}_{i}$ of coherent analytic sheaves $\mathscr{S}_{i}$ on $X$. Theorems 23.1 .1 and 23.1 .2 show that $\mathscr{S}_{i}$ is of type $(F)$ and therefore the integer $\chi\left(X, \mathfrak{S}_{i}\right)$ is defined (see 2.10). The integer

$$
\chi(X, b)=\sum_{i} n_{i} \chi\left(X, \mathscr{S}_{i}\right)
$$

depends only on the element $b \in K_{\omega}(X)$.
Let $f: X \rightarrow Y$ be a holomorphic map of complex manifolds which is also proper. If $\mathcal{S} \in C(X)$ then, by 23.2.4 and 23.2.5, $t_{*}^{q} \mathcal{S} \in C(Y)$ for $q \geqq 0$ and $f_{*}^{q} \mathcal{S}=0$ for $q>\operatorname{dim}_{\mathbf{c}} X$. Consider the homomorphism $f_{1}: F(X) \rightarrow F(Y)$ defined on generators of $F(X)$ by

$$
f_{!}(\mathcal{S})=\sum_{q=0}^{n}(-1)^{q} f_{*}^{q} \mathcal{S}, \quad n=\operatorname{dim}_{\mathbf{c}} X
$$

The exact sequence (1) shows that $f_{!}$maps the subgroup $R(X)$ to $R(Y)$. Therefore $f_{!}$induces a homomorphism

$$
f_{1}: K_{\omega}(X) \rightarrow K_{\omega}(Y)
$$

The Leray spectral sequence can be used (Borel-Serre [2], p. 111) to prove that if $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ are proper holomorphic maps of complex manifolds $X, Y, Z$ then

$$
\begin{equation*}
(g f)_{!}=g_{!} f_{!} . \tag{3}
\end{equation*}
$$

Consider the special case in which $Y$ is a point and $f: X \rightarrow Y$ is the constant map. Then $f$ is proper if and only if $X$ is compact. A coherent analytic sheaf over $Y$ is a finite dimensional complex vector space and therefore $K_{\omega}(Y)=\mathbf{Z}$. In this case

$$
\begin{equation*}
f_{!}(b)=\chi(X, b) . \tag{4}
\end{equation*}
$$

The homomorphism $f_{!}$is analogous to the Gysin homomorphism $f_{*}$ for cohomology. If $X, Y$ are compact connected oriented manifolds (not necessarily complex), and $f: X \rightarrow Y$ is a continuous map, there is a homomorphism of $H^{*}(Y, Z)$-modules

$$
f_{*}: H^{*}(X, \mathbf{Z}) \rightarrow H^{*}(Y, \mathbf{Z})
$$

which maps classes of codimension $q$ to classes of codimension $q$. As in 4.3, $f_{*}(x)=D_{\bar{Y}^{1}}\left(f_{*} D_{X}(x)\right)$ for $x \in H^{*}(X, Z)$ where $D_{X}, D_{Y}$ denote the duality isomorphism from cohomology to homology. The homomorphism $f_{*}: H^{*}(X, \mathbf{Q}) \rightarrow H^{*}(Y, \mathbf{Q})$ is defined in the same way. If $g: Y \rightarrow Z$ is another continuous map of compact connected oriented manifolds then

$$
\begin{equation*}
(g f)_{*}=g_{*} f_{*} \tag{5}
\end{equation*}
$$

Consider the special case in which $Y$ is a point, $f$ is the constant map and $X$ is a compact connected oriented manifold of (real) dimension $m$. In this case

$$
\begin{equation*}
f_{*}(v)=x^{m}[v] \cdot 1, \quad v \in H^{*}(X) \tag{6}
\end{equation*}
$$

where $1 \in H^{0}(Y)$ is the identity element and $x^{m}[]$ is defined as in 9.2.
23.4. Let $X$ be a complex manifold, $C^{\prime}(X)$ the set of isomorphism classes of complex analytic vector bundles over $X$ and $F^{\prime}(X)$ the free abelian group generated by $C^{\prime}(X)$. Exactly as in 23.3 we can define the Grothendieck group $K_{\omega}^{\prime}(X)$ "of complex analytic vector bundles over $X^{\prime \prime}$. There is a natural homomorphism $h: K_{\omega}^{\prime}(X) \rightarrow K_{\omega}(X)$ induced by $h(W)=\Omega(W)$.

Theorem 23.4.1. Let $X$ be an algebraic manifold. Then $h: K_{\omega}^{\prime}(X) \rightarrow$ $\rightarrow K_{\omega}(X)$ is an isomorphism.

The main step in the proof of Theorem 23.4.1 is
Lemma 23.4.2. Let $\subseteq$ be a coherent analytic sheaf over an $n$-dimensional algebraic manifold $X$. Then there are complex analytic vector bundles
$W_{0}, W_{1}, \ldots, W_{n}$ over $X$ and an exact sequence

$$
\begin{equation*}
0 \rightarrow \Omega\left(W_{n}\right) \rightarrow \Omega\left(W_{n-1}\right) \rightarrow \cdots \rightarrow \Omega\left(W_{0}\right) \rightarrow \mathbb{S} \rightarrow 0 \tag{7}
\end{equation*}
$$

of analytic sheaves over $X$.
Lemma 23.4 .2 shows that the homomorphism $h$ is surjective. It must then be shown that the element $\sum_{i=0}^{n}(-1)^{i} W_{i}$ of $K_{\omega}^{\prime}(X)$ determined by (7) depends only on $\mathcal{S}$. Proofs for $\mathfrak{E}$ a coherent algebraic sheaf over $X$ are given in Borel-Serre [2]. The above statements then follow from the correspondence between coherent analytic sheaves and coherent algebraic sheaves over an algebraic manifold (Serre [4]). A similar remark applies to all the other results mentioned in this section including the Riemann-Roch theorem of Grothendieck (23.4.3). The proofs are purely algebraic and apply to non-singular irreducible projective varieties defined over an arbitrary algebraically closed field $\mathbf{K}$. They are formulated in terms of the ZARISKI topology, coherent algebraic sheaves and algebraic fibre bundles with fibre $\mathbf{K}_{q}$. The cohomology ring $H^{*}(X, Z)$ is replaced by the Chow ring $A(X)$ of rational equivalence classes of algebraic cycles on $X$. When $\mathbf{K}=\mathbf{C}$ the results of Serre mentioned above allow algebraic statements to be reformulated in the complex analytic terminology used in this book.

Let $\subseteq$ be a coherent analytic sheaf over $X$ with a "resolution by vector bundles" as in (7). Then the Chern character of $\mathfrak{S}$ can be defined by $\operatorname{ch}(\mathscr{S})=\sum_{i=0}^{n}(-1)^{i} \operatorname{ch}\left(W_{i}\right)$. By 23.4.1 this is independent of the choice of resolution. If

$$
0 \rightarrow \varsigma^{\prime} \rightarrow \varsigma \rightarrow \varsigma^{\prime \prime} \rightarrow 0
$$

is an exact sequence of coherent analytic sheaves then (see 10.1)

$$
\operatorname{ch}(\Im)=\operatorname{ch}\left(\Im^{\prime}\right)+\operatorname{ch}\left(\Im^{\prime \prime}\right)
$$

Therefore the Chern character defines a homomorphism

$$
\operatorname{ch}: K_{\omega}(X) \rightarrow H^{*}(X, \mathbf{Q})
$$

for every algebraic manifold $X$.
Let $\operatorname{td}(X), \operatorname{td}(Y)$ be the total Todd class of the tangent bundle of $X, Y$ defined in 10.1. The Riemann-Roch theorem of Grothendieck can now be stated.

Theorem 23.4.3 (G-R-R). Let $X, Y$ be algebraic manifolds and $f: X \rightarrow Y$ a holomorphic map. Then the equation

$$
\begin{equation*}
\operatorname{ch}\left(f_{!} b\right) \cdot \operatorname{td}(Y)=f_{*}(\operatorname{ch}(b) \cdot \operatorname{td}(X)) \tag{8}
\end{equation*}
$$

holds in $H^{*}(Y, \mathbf{Q})$ for all $b \in K_{\omega}(X)$.

Let $f: X \rightarrow Y, g: Y \rightarrow Z$ be holomorphic maps of algebraic manifolds. It follows from (3) and (5) that if G-R-R is true for both $f$ and $g$ then it is true for $g f: X \rightarrow Z$. Since $X$ is an algebraic manifold there is a holomorphic embedding $X \rightarrow \mathbf{P}_{N}(\mathbf{C})$ for some integer $N$. The map $f: X \rightarrow Y$ is then the composition of an embedding $X \rightarrow Y \times \mathbf{P}_{N}(\mathbf{C})$ and a product projection $Y \times \mathbf{P}_{N}(\mathbf{C}) \rightarrow Y$. It is therefore sufficient to prove G-R-R in the two cases:
I) $f: X \rightarrow Y$ is an embedding. There is an algebraic proof in BorelSerre [2] and a complex analytic proof in Atiyah-Hirzebruch [8]. The special case in which $X$ is a non-singular divisor of $Y$ and $b \in K_{\omega}(X)$ arises from the restriction to $X$ of a vector bundle over $Y$ is proved in 23.5 .
II) $f: Y \times \mathbf{P}_{N}(\mathbf{C}) \rightarrow Y$ is a product projection. An algebraic proof is given in Borel-Serre [2].

We have formulated the Riemann-Roch theorem of Grothendieck only for algebraic manifolds. It is possible to formulate it for a proper holomorphic map $f: X \rightarrow Y$ of complex manifolds: the problem is to define $\operatorname{ch}(\mathfrak{G})$ for an arbitrary analytic coherent sheaf $\mathfrak{S}$ over a compact complex manifold $X$, and this can be done by considering resolutions by real analytic, and by differentiable, vector bundles. At the time of writing this version of $\mathrm{G}-\mathrm{R}-\mathrm{R}$ has been proved only for $f$ an embedding (Atiyah-Hirzebruch [8]). Two special cases of G-R-R are discussed in 23.5; two applications are described in 23.6.
23.5. Suppose first that $Y$ is an algebraic manifold with complex analytic tangent bundle $\theta$ and that $j: X \rightarrow Y$ is an embedding of $X$ as a submanifold of $Y$. Then $j^{*} \theta$ has the tangent bundle of $X$ as subbundle and the complex analytic normal bundle $\nu$ as quotient bundle (4.9). Thus $\operatorname{td}(X)=(\operatorname{td}(\nu))^{-1} \cdot j^{*} \operatorname{td}(Y)$ by 10.1 and (8) becomes

$$
\operatorname{ch}\left(j_{1} b\right) \cdot \operatorname{td}(Y)=j_{*}\left(\operatorname{ch}(b) \cdot(\operatorname{td}(v))^{-1} \cdot j^{*} \operatorname{td}(Y)\right)
$$

Now $j_{*}$ is a $H^{*}(Y, \mathbb{Q})$-module homomorphism and $\operatorname{td}(Y)$ is invertible in $H^{*}(Y, \mathbf{Q})$. Therefore $\mathrm{G}-\mathrm{R}-\mathrm{R}$ implies the Riemann-Roch theorem for an embedding:

$$
\begin{equation*}
\operatorname{ch}\left(j_{1} b\right)=j_{*} \operatorname{ch}(b) \cdot(\operatorname{td}(v))^{-1} \text { for all } b \in K_{\omega}(X) \tag{9}
\end{equation*}
$$

We prove the following special case of (9). Let $X$ be a non-singular divisor $S$ of $Y$ and $\{S\}$ the corresponding line bundle (15.2). Let $W$ be a complex analytic vector bundle over $Y$ and $b \in K_{\omega}(S)$ the element represented by the coherent analytic sheaf $\Omega\left(j^{*}(W \otimes\{S\})\right)$ over $S$. Let $U$ be an open set on $Y$ such that $V=U \cap S$ is holomorphically complete. Then, in the notation of 16.2 ,

$$
j_{*}^{q} \Omega\left(j^{*}(W \otimes\{S\})\right)(U)=H^{q}\left(V, j^{*}(W \otimes\{S\})\right)=0 \text { for } q>0
$$

and so $j_{1} b$ is represented by the trivial extension $j_{*}^{0} \Omega\left(j^{*}(W \otimes\{S\})\right)$ $=\Omega\left((W \otimes\{S\})_{S}\right)$ of $\Omega\left(j^{*}(W \otimes\{S\})\right)$ from $S$ to $Y$. By $16.2(4)$ there is a resolution of $\Omega\left((W \otimes\{S\})_{S}\right)$ by vector bundles over $Y$

$$
0 \rightarrow \Omega(W) \rightarrow \Omega(W \otimes\{S\}) \rightarrow \Omega\left((W \otimes\{S\})_{s}\right) \rightarrow 0
$$

and therefore $\operatorname{ch}(j, b)=\operatorname{ch}(W \otimes\{S\})-\operatorname{ch}(W)=\left(e^{n}-1\right) \operatorname{ch}(W)$ where $h \in H^{2}(Y, \mathbf{Z})$ is the cohomology class of $S$.

On the other hand $c_{1}(\nu)=j^{*} h$ by 4.8.1 and $j_{*} 1=h$ by 4.9.1. Therefore the right hand side of (9) is

$$
\begin{aligned}
j_{*}\left(j^{*} \operatorname{ch}(W \otimes\{S\}) \cdot(\operatorname{td}(v))^{-1}\right) & =j_{*} j^{*}\left(\operatorname{ch}(W) \cdot e^{n} \cdot\left(\frac{h}{1-e^{-h}}\right)^{-1}\right) \\
& =\left(e^{n}-1\right) \operatorname{ch}(W) .
\end{aligned}
$$

This proves (9) in the special case and helps to explain why the Todd class arises in G-R-R.

Now consider the special case of G-R-R in which $Y$ is a point and $f$ is the constant map. Let $b \in K_{\omega}(X)$ be the element represented by the coherent analytic sheaf $\Omega(W)$ of germs of local holomorphic sections of a complex analytic vector bundle $W$ over $X$. By (4) the left hand side of (8) becomes $\chi(X, W)$. By (6) the right hand side of (8) becomes $x_{n}[\operatorname{ch}(W) \operatorname{td}(X)]=T(X, W)$. Therefore the Riemann-Roch theorem of Grothendieck implies Theorem 21.1.1 ( $\mathrm{R}-\mathrm{R}$ ):

$$
\chi(X, W)=T(X, W)
$$

23.6. Let $E, F, V$ be algebraic manifolds and let $\varphi: E \rightarrow V$ be a holomorphic fibre bundle with fibre $F$ and connected structure group (see Theorem 18.3.1*). As in 23.2 .2 let $U$ be a holomorphically complete open set of $V$ over which $E$ is trivial. Then, by the Künneth theorem for coherent analytic sheaves used in the proof of 23.2.2,

$$
H^{i}\left(\varphi^{-1}(U), 1\right)=H^{0}(U, 1) \otimes H^{i}(F, 1)
$$

Therefore $\varphi_{*}^{i} \Omega(1)=\Omega\left(W_{i}\right)$ for some complex analytic vector bundle $W_{i}$ over $V$ with fibre dimension $\operatorname{dim} H^{i}(F, 1)$. The fact that the structure group of $E$ is connected implies that $W_{i}$ is trivial. Hence

$$
\begin{align*}
& \operatorname{ch}_{0}\left(\varphi_{!} \Omega(1)\right)=\sum_{i}(-1)^{i} \operatorname{dim} H^{i}(F, 1)=\chi(F)=T(F),  \tag{10}\\
& \operatorname{ch}_{j}\left(\varphi_{1} \Omega(1)\right)=0 \text { for } j>0
\end{align*}
$$

On the other hand G-R-R applied to the $\operatorname{map} \varphi: E \rightarrow V$ and the sheaf $\Omega(1)$ over $E$ gives

$$
\operatorname{ch}\left(\varphi_{!} \Omega(1)\right) \cdot \operatorname{td}(V)=\varphi_{*} \operatorname{td}(E)=\varphi_{*} \operatorname{td}(\theta) \cdot \operatorname{td}(V)
$$

where $\theta$ is the bundle over $E$ of tangent vectors "along the fibres".

Therefore (10) implies

$$
\begin{array}{ll}
T(F) \cdot \operatorname{td}(V) & =\varphi_{*} \operatorname{td}(E) \\
T(F) \cdot 1 & =\varphi_{*} \operatorname{td}(\theta) \tag{*}
\end{array}
$$

where $1 \in H^{0}(V, \mathbf{Q})$ denotes the unit element. Formula (11*) is the strict multiplicative property of Borel-Hirzebruch [1], § 21. If $\zeta$ is a continuous GL $(q, \mathbf{C})$-bundle over $V$ then multiplication of both sides of (11) by $\operatorname{ch}(\zeta)$ gives

$$
T(F) \cdot(\operatorname{ch}(\zeta) \cdot \operatorname{td}(V))=\varphi_{*}\left(\operatorname{ch}\left(\varphi^{*} \zeta\right) \cdot \operatorname{td}(E)\right)
$$

Equating terms of top dimension we obtain the multiplicative property of the Todd genus (compare Theorem 14.3.1):

Theorem 23.6.1 (Borel-Serre [2], Prop. 16). Let E, F, V be algebraic manifolds and $\varphi: E \rightarrow V$ a holomorphic fibre bundle with fibre $F$ and connected structure group. Let $\zeta$ be a continuous $\mathbf{G L}(q, \mathbf{C})$-bundle. over $V$. Then $T(F) \cdot T(V, \zeta)=T\left(E, \varphi^{*} \zeta\right)$.

A second application of $\mathrm{G}-\mathrm{R}-\mathrm{R}$ is to monoidal transformations. Let $X$ be a submanifold of codimension $q$ of an algebraic manifold $Y$, $i: X \rightarrow Y$ the embedding, $\nu$ the complex analytic normal $\mathbf{G L}(q, \mathbf{C})$-bundle of $X$, and $f: X^{\prime} \rightarrow X$ the associated bundle over $X$ with fibre $\mathbf{P}_{q-1}(\mathbf{C})$. There is an algebraic manifold $Y^{\prime}$, called the monoidal transform of $Y$ along $X$, an embedding $j: X^{\prime} \rightarrow Y^{\prime}$ and a map $g: Y^{\prime} \rightarrow Y$ such that the diagram

is commutative. Let $U$ be an open set of $Y$ which admits local analytic coordinates. If $U$ does not meet $X$ then $g^{-1}(U)$ is biholomorphically equivalent to $U$. If $U$ meets $X$ there are holomorphic functions $f_{1}, \ldots, f_{q}$ on $U$ such that $U \cap X$ is the submanifold $\left\{u \in U ; f_{1}(u)=\cdots=f_{q}(u)=0\right\}$ of $U$ and such that the differentials $d f_{1}, \ldots, d f_{q}$ are linearly independent at each point of $U \cap X$. In terms of homogeneous coordinates $z=\left(z_{1}: \cdots: z_{q}\right)$ for $\mathbf{P}_{q-1}(\mathbf{C})$, the open set $g^{-1}(U)$ is biholomorphically equivalent to the submanifold $\left\{(u, z) \in U \times \mathbf{P}_{q-1}(\mathbf{C}) ; z_{i} f_{j}(u)=z_{j} f_{i}(u)\right.$, $1 \leqq i<j \leqq q\}$ of $U \times \mathbf{P}_{q-1}(\mathbf{C})$.

Let $\mathfrak{T}, \mathbb{T}^{\prime}$ be the complex analytic tangent vector bundles of $Y, Y^{\prime}$ and $\mathfrak{V}$ the normal vector bundle of $X$ in $Y$ associated to $v$. Let $H$ be the line bundle over $Y^{\prime}$ determined by the non-singular divisor $X^{\prime}$ of $Y^{\prime}$. A lemma of Porteous [1] implies that in $K_{\omega}\left(Y^{\prime}\right)$ there is an equation

$$
\Omega\left(g^{*} \mathfrak{T}\right)-\Omega\left(\mathfrak{T}^{\prime}\right)=j_{1}\left(\Omega\left(f^{*} \mathfrak{T}\right)-\Omega\left(j^{*} H\right)\right)
$$

By the Riemann-Roch theorem for an embedding (9) the Chern character of the right hand side is

$$
j_{*}\left(\left(f^{*} \operatorname{ch}(\nu)-j^{*} e^{h}\right) \cdot j^{*}\left(\frac{1-e^{-h}}{h}\right)\right)
$$

where $h \in H^{2}\left(Y^{\prime}, \mathbf{Z}\right)$ is the cohomology class of $H$. We obtain
Theorem 23.6.2 (Porteous [1]). Let $X$ be a submanifold of an algebraic manifold $Y$. Let (12) be the diagram obtained from a monoidal transformation of $Y$ along $X, v$ the normal bundle of $X$ in $Y$, and $h \in H^{2}\left(Y^{\prime}, Z\right)$ the class represented by the cycle $X^{\prime}$. Let $\theta, \theta^{\prime}$ be the tangent bundles of $Y, Y^{\prime}$. Then

$$
\begin{equation*}
g^{*} \operatorname{ch}(\theta)-\operatorname{ch}\left(\theta^{\prime}\right)=\left(\frac{1-e^{-h}}{h}\right) \cdot j_{*}\left(f^{*} \operatorname{ch}(v)-j^{*} e^{h}\right) . \tag{13}
\end{equation*}
$$

The Chern character of $Y^{\prime}$ can be calculated in terms of the Chern character of $Y$ by (13). A refinement of the Riemann-Roch theorem (involving integer cohomology; see Porteous [1] and AtiyahHirzebruch [8]) gives the corresponding formula for the Chern classes of $Y$ and $Y^{\prime}$ which had been conjectured by Todd [5] and Segre [1]. The Riemann-Roch theorem for an embedding is proved in AtiyahHirzebruch [8] for arbitrary compact complex manifolds. Therefore (13), and also the Todd-SEGRE formula, is true for a monoidal transformation of a compact complex manifold $Y$ along a submanifold $X$. In certain cases this had been proved by van de Ven [1]. A calculation due to Hirzebruch (unpublished) shows that the Todd-Segre formula implies $T\left(Y^{\prime}\right)=T(Y)$, that is, the Todd genus is invariant under monoidal transformations. In the special case when $X$ is a point (quadratic transform, Hopf $\sigma$-process) this can also be proved directly with the help of Lemma 1.7.2.

If $Y$ is algebraic the invariance of the Todd genus can be obtained more easily either from the birational invariance of the arithmetic genus (see 0.1 and Sampson-Washnitzer [2]) or by applying G-R-R to the map $g: Y^{\prime} \rightarrow Y$. Then $g_{*}^{q} \Omega(1)=0$ for $q>0$ and G-R-R gives $g_{*} \operatorname{td}\left(Y^{\prime}\right)=\operatorname{td}(Y)$; the equation $T\left(Y^{\prime}\right)=T(Y)$ follows by equating coefficients of the top dimension.

## § 24. The Grothendieck ring of continuous vector bundles

The definition of the group $K_{\omega}^{\prime}(X)$ "of complex analytic vector bundles over a complex manifold $X^{\prime \prime}$ in 23.4 is due to Grothendieck. His construction can be imitated in the continuous case to give a "Grothendieck ring of continuous vector bundles" (AtiyahHirzebruch [1], [3]). Although the vector bundles themselves are not elements of the Grothendieck ring, this abuse of language may be
permitted. There is one slight simplification: by Theorem 4.1.4 a sequence

$$
0 \rightarrow W^{\prime} \rightarrow W \rightarrow W^{\prime \prime} \rightarrow 0
$$

of continuous complex vector bundles over a paracompact space $X$ is exact if and only if $W=W^{\prime} \oplus W^{\prime \prime}$. Throughout this paragraph we shall for convenience suppose that $X$ is a compact space. This implies, if $X$ is finite dimensional, that $X$ is admissible in the sense of 4.2.
24.1. Let $X$ be a compact space and $C(X)$ the set of isomorphism classes of continuous complex vector bundles over $X$ (see 3.5). The Whitney sum $\oplus$ makes $C(X)$ a semi-group. Let $F(X)$ be the free abelian group generated by $C(X)$, and $R(X)$ the subgroup generated by all elements of the form $W-W^{\prime}-W^{\prime \prime}$ where $W=W^{\prime} \oplus W^{\prime \prime}$. Define $K(X)=F(X) / R(X)$. The tensor product of vector bundles defines a ring structure on $K(X)$. This is the Grothendieck ring of continuous complex vector bundles over $X$. If $X$ is a point, then $K(X)=Z$. If $X$ is a complex manifold there is a homomorphism $K_{\infty}^{\prime}(X) \rightarrow K(X)$ obtained by ignoring the complex analytic structure.

The natural map $C(X) \rightarrow F(X)$ defines a homomorphism of semigroups $i: C(X) \rightarrow K(X)$. Let $G$ be an additive group and $7: C(X) \rightarrow G$ a homomorphism of semi-groups. Then there is a unique homomorphism $f: K(X) \rightarrow G$ such that $f=f i$. This universal property allows homomorphisms defined on $C(X)$ to be extended to $K(X)$. If $X$ is finite dimensional the Chern class and Todd class give homomorphisms

$$
\begin{gathered}
c: K(X) \rightarrow G(X, \mathbf{Z}) \\
\operatorname{td}: K(X) \rightarrow G(X, \mathbf{Q})
\end{gathered}
$$

where $G(X, A)$ denotes the set of all sums $1+h_{1}+h_{2}+\cdots$ with $h_{i} \in H^{2 i}(X, A)$ and with group operation defined by cup product. Similarly the Chern character defines a ring homomorphism

$$
\begin{equation*}
\operatorname{ch}: K(X) \rightarrow H^{*}(X, \mathbf{Q}) \tag{1}
\end{equation*}
$$

and a map $f: X \rightarrow X^{\prime}$ defines a ring homomorphism

$$
f^{\prime}: K\left(X^{\prime}\right) \rightarrow K(X)
$$

which depends only on the homotopy class of $f$. By 4.2 there is a commutative diagram


If $X$ is infinite dimensional, $H^{*}(X, \mathbf{Q})$ must be replaced by the direct product (infinite sums allowed) $H^{* *}(X, \mathbf{Q})$.

The Grothendieck ring can also be defined for pairs ( $X, Y$ ) where $X$ is a compact space and $Y$ is a closed subspace. If $Y$ is empty define $K(X, \varnothing)=K(X)$. If $Y$ consists of a single point define $K\left(X,\left\{x_{0}\right\}\right)$ to be the kernel of the homomorphism $i^{\prime}: K(X) \rightarrow K\left(\left\{x_{0}\right\}\right)=\mathbf{Z}$ induced by the embedding $i:\left\{x_{0}\right\} \rightarrow X$. In general let $X \cup T Y$ be the space obtained by attaching a cone on $Y$ with vertex $z_{0}$ and define $K(X, Y)=$ $K\left(X \cup T Y,\left\{z_{0}\right\}\right)$. There is a canonical map $X \cup T Y \rightarrow X / Y$ which collapses the cone $T Y$ to a point $y_{0}$ and induces an isomorphism

$$
K\left(X / Y,\left\{y_{0}\right\}\right) \rightarrow K(X, Y)
$$

The Chern character can be defined in the relative case. It is a ring homomorphism ch : $K(X, Y) \rightarrow H^{*}(X, Y ; \mathbf{Q})$. A map of compact pairs $f:(X, Y) \rightarrow\left(X^{\prime}, Y^{\prime}\right)$ defines a ring homomorphism

$$
f^{\prime}: K\left(X^{\prime}, Y^{\prime}\right) \rightarrow K(X, Y)
$$

which depends only on the homotopy class of $f$. In particular the embeddings $i:(Y, \varnothing) \rightarrow(X, \varnothing)$ and $j:(X, \varnothing) \rightarrow(X, Y)$ define a sequence

$$
\begin{equation*}
K(X, Y) \xrightarrow{i^{!}} K(X) \xrightarrow{i!} K(Y) \tag{3}
\end{equation*}
$$

which is an exact sequence of $K(X)$-modules. If $Y$ is a retract of $X$, i.e. if there exists a map $f: X \rightarrow Y$ such that $f i(y)=y$ for all $y \in Y$, then it can be shown that one has a short exact sequence

$$
0 \rightarrow K(X, Y) \xrightarrow{i^{\prime}} K(X) \underset{f^{\prime}}{\stackrel{i^{1}}{\leftrightarrows}} K(Y) \rightarrow 0
$$

which splits by means of $f$.
The definition of the relative Grothendieck ring $K(X, Y)$ is the first step in the construction of an "extraordinary cohomology theory" $K^{*}(X, Y)$ which satisfies all the axioms of Eilenberg-Steenrod except for the dimension axiom. Further details can be found in AtiyahHirzebruch [3].
24.2. Let $X$ be a compact space, $Y$ a closed subspace, $E$ and $F$ continuous complex vector bundles over $X$ and $\alpha: E|Y \rightarrow F| Y$ an isomorphism between the restrictions of $E$ and $F$ to $Y$. In this section we construct an element $d(E, F, \alpha)$ of $K(X, Y)$ which can be regarded as a first obstruction to extending the isomorphism $\alpha$ to the whole of $X$. For the original (and slightly different) construction see AtiyahHirzebruch [7].

Let $I$ be the unit interval and form the subspace $Z=X \times 0 \cup$ $\cup X \times 1 \cup Y \times I$ of $X \times I$. On $Z$ define a complex vector bundle $L$ by putting $E$ over $X \times 1$, putting $F$ over $X \times 0$ and using $\alpha$ to "join"
them along $Y \times I$. More precisely let

$$
\begin{array}{ll}
I_{0}=I-\{0\}, & I_{1}=I-\{1\}, \\
Z_{0}=X \times 0 \cup Y \times I_{1}, & Z_{1}=X \times 1 \cup Y \times I_{0}, \\
E_{0}=F, & E_{1}=E,
\end{array}
$$

and let $f_{0}: Z_{0} \rightarrow X, f_{1}: Z_{1} \rightarrow X, f: Z \rightarrow X$ be induced by the product projection $X \times I \rightarrow X$. Then $f_{i}^{*}\left(E_{i}\right)$ is a bundle over the open set $Z_{i}$ for $i=0,1$ and $\alpha$ induces an isomorphism $f_{1}^{*}\left(E_{1}\right) \rightarrow f_{0}^{*}\left(E_{0}\right)$ on the open set $Z_{0} \cap Z_{1}=Y \times\left(I_{0} \cap I_{1}\right)$. This gives the required bundle $L$ over $Z$. The element $L-f^{*} F$ of $K(Z)$ is trivial when restricted to $X \times 0$. Since $f: Z \rightarrow X=X \times 0$ is a retraction map, we get a short exact sequence

$$
0 \rightarrow K(Z, X \times 0) \rightarrow K(Z) \underset{f^{!}}{\rightleftarrows} K(X \times 0) \rightarrow 0
$$

which splits. Thus $L-f^{*} F$ and this splitting define an element $d(E, F, \alpha)$ in $K(Z, X \times 0)=K(X, Y)$. The element $d(E, F, \alpha)$ is called the difference bundle of the triple ( $E, F, \alpha$ ). The following properties of the difference bundle are easily checked (Аtiyah-Hirzebruch [7], Prop.3.3).

Theorem 24.2.1. I) If $f:(X, Y) \rightarrow\left(X^{\prime}, Y^{\prime}\right)$ is a map then $d\left(f^{*} E^{\prime}, f^{*} F^{\prime}, f^{*} \alpha^{\prime}\right)=f^{!} d\left(E^{\prime}, F^{\prime}, \alpha^{\prime}\right)$.
II) $d(E, F, \alpha)$ depends only on the homotopy class of $\alpha$.
III) If $Y=\emptyset$ then $d(E, F, \alpha)=E-F$.
IV) If $j^{1}: K(X, Y) \rightarrow K(X)$ is as in (3) then $j^{1} d(E, F, \alpha)=E-F$.
V) $d(E, F, \alpha)=0$ if and only if there is a vector bundle $G$ over $X$ such that $\alpha \oplus 1$ extends to an isomorphism $E \oplus G \rightarrow F \oplus G$ over the whole of $X$.
VI) $d\left(E_{1} \oplus E_{2}, F_{1} \oplus F_{2}, \alpha_{1} \oplus \alpha_{2}\right)=d\left(E_{1}, F_{1}, \alpha_{1}\right)+d\left(E_{2}, F_{2}, \alpha_{2}\right)$.
VII) $d(E, F, \alpha)+d\left(F, E, \alpha^{-1}\right)=0$.
VIII) If $\beta: F|Y \rightarrow G| Y$ is an isomorphism over $Y$ then $d(E, G, \beta \alpha)$ $=d(E, F, \alpha)+d(F, G, \beta)$.
24.3. There is an important special case in which the Chern character of the difference bundle $d(E, F, \alpha)$ can be computed by 24.2.1 IV).

Let $W$ be a real vector bundle with fibre $\mathbf{R}^{2 q}$ and group $\mathbf{S O}(2 q)$ over a compact space $X$. Let $B(W), S(W)$ denote the unit disc and unit sphere bundles of $W$ and $\pi: B(W) \rightarrow X$ the projection map. We shall consider difference bundles $d\left(\pi^{*} E, \pi^{*} F, \alpha\right)$ where $E, F$ are continuous complex vector bundles over $X$ and $\alpha$ is an isomorphism

$$
\pi^{*} E\left|S(W) \rightarrow \pi^{*} F\right| S(W) .
$$

The Chern character of the difference bundle is then a relative class

$$
\begin{equation*}
\operatorname{ch} d\left(\pi^{*} E, \pi^{*} F, \alpha\right) \in H^{*}(B(W), S(W) ; \mathbf{Q}) . \tag{4}
\end{equation*}
$$

The cohomology ring $H^{*}(B(W), S(W) ; \mathbb{Q})$ has been described by Tном [1]. It is a free module over $H^{*}(B(W), \mathbb{Q})=H^{*}(X, \mathbb{Q})$ generated by a class

$$
U \in H^{2 q}(B(W), S(W) ; \mathbf{Q})
$$

The Tном isomorphism $\varphi_{*}: H^{i}(X, \mathbf{Q}) \rightarrow H^{i+2 q}(B(W), S(W) ; \mathbf{Q})$ is defined by $\varphi_{*}(x)=\left(\pi^{*} x\right) \cdot U$ and is an isomorphism for all $i$. Let $j$ be the embedding $(B(W), \varnothing) \rightarrow(B(W), S(W))$. A comparison with 4.11 shows that the Euler class $e(W)$ of $W$ can be defined (since $\pi^{*}$ is an isomorphism) by

$$
\begin{equation*}
j^{*} U=\pi^{*} e(W) \tag{5}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
j^{*} \varphi_{*}(x)=\pi^{*}(x \cdot e(W)) \text { for } x \in H^{*}(X, \mathbf{Q}) \tag{6}
\end{equation*}
$$

Theorem 24.3.1. Let $E, F$ be complex vector bundles over $X$, and $W$ a real oriented vector bundle over $X$. Let $B(W)$ and $S(W)$ be the unit disc and unit sphere bundles of $W, \pi: B(W) \rightarrow X$ the projection map and $\alpha: \pi^{*} E\left|S(W) \rightarrow \pi^{*} F\right| S(W)$ an isomorphism. Then

$$
\begin{aligned}
& e(W) \cdot \varphi_{*}^{-1} \operatorname{ch} d\left(\pi^{*} E, \pi^{*} F, \alpha\right)=\operatorname{ch} E-\operatorname{ch} F \\
& \text { Proof: } j^{*} \operatorname{ch} d\left(\pi^{*} E, \pi^{*} F, \alpha\right)=\operatorname{ch} j^{1} d\left(\pi^{*} E, \pi^{*} F, \alpha\right) \\
&=\operatorname{ch} \pi^{*} E-\operatorname{ch} \pi^{*} F
\end{aligned}
$$

by 24.2.1 IV), and therefore

$$
j^{*} \varphi_{*} \varphi_{*}^{-1} \operatorname{ch} d\left(\pi^{*} E, \pi^{*} F, \alpha\right)=\pi^{*}(\operatorname{ch} E-\operatorname{ch} F) .
$$

By (6) this gives

$$
\pi^{*}\left(e(W) \cdot \varphi_{*}^{-1} \operatorname{ch} d\left(\pi^{*} E, \pi^{*} F, \alpha\right)\right)=\pi^{*}(\operatorname{ch} E-\operatorname{ch} F)
$$

and the result follows from the fact that $\pi^{*}$ is an isomorphism.
We consider a case in which 24.3 .1 gives an explicit formula for $\varphi_{*}^{-1} \operatorname{ch} d\left(\pi^{*} E, \pi^{*} F, \alpha\right)$. Suppose that $W$ is induced by a map $f: X \rightarrow \mathfrak{G}^{+}(2 q, N ; \mathbf{R})$ from the standard vector bundle $W^{\prime}$ with fibre $\mathbf{R}^{\mathbf{2 q}}$ over $\mathfrak{G}^{+}(2 q, N ; \mathbf{R})$ [see 4.1 a$)$ ]. Then $f$ induces a map

$$
g:(B(W), S(W)) \rightarrow\left(B\left(W^{\prime}\right), S\left(W^{\prime}\right)\right)
$$

Suppose that $E^{\prime}, F^{\prime}$ are complex vector bundles over $\mathfrak{G}^{+}(2 q, N ; \mathbf{R})$ such that $E=f^{*} E^{\prime}, F=f^{*} F^{\prime}$ and that $\alpha^{\prime}: E^{\prime}\left|S(W) \rightarrow F^{\prime}\right| S\left(W^{\prime}\right)$ is an isomorphism such that $\alpha=g^{*} \alpha^{\prime}$.
Then by 24.2.1 I)

$$
\varphi_{*}^{-1} \operatorname{ch} d\left(\pi^{*} E, \pi^{*} F, \alpha\right)=f^{*} \varphi_{*}^{\prime-1} \operatorname{ch} d\left(\pi^{\prime *} E^{\prime}, \pi^{\prime *} F^{\prime}, \alpha^{\prime}\right) .
$$

If $N$ is sufficiently large the ring $H^{*}\left(\mathfrak{G}^{+}(2 q, N ; \mathbf{R}), \mathbf{Q}\right)$ has no divisors of zero in dimensions $\leqq \operatorname{dim} X$ (Borel [2]) and therefore Theorem 24.3.1
implies that

$$
\begin{equation*}
\varphi_{*}^{-1} \operatorname{ch} d\left(\pi^{*} E, \pi^{*} F, \alpha\right)=f^{*} \frac{\operatorname{ch} E^{\prime}-\operatorname{ch} F^{\prime}}{e\left(W^{\prime}\right)} \tag{7}
\end{equation*}
$$

where the right hand side is uniquely defined. Note that (7) implies that, under the above assumptions, $\varphi_{*^{-1}} \operatorname{ch} d\left(\pi^{*} E, \pi^{*} F, \alpha\right)$ does not depend on the particular isomorphism $\alpha$.
24.4. An example of a difference bundle which satisfies the assumptions made in 24.3 is given by the following construction of Koszul.

Let $A$ be a complex vector space of dimension $q$ and $\lambda^{r} A$ the $r$-th exterior power of $A$. For each $u \in A$ there is a linear map

$$
\begin{equation*}
\beta_{r}: \lambda^{r-1} A \rightarrow \lambda^{r} A, \quad r \geqq 1 \tag{8}
\end{equation*}
$$

defined by $\beta_{r}\left(u_{1} \wedge \cdots \wedge u_{r-1}\right)=u \wedge u_{1} \wedge \cdots \wedge u_{r-1}$. Since the exterior product does not depend on any choice of basis for $A$ it is also defined for vector bundles and (8) gives

Theorem 24.4.1. Let $E$ be a continuous complex vector bundle with fibre $\mathbf{C}_{q}$ over a topological space $X$, and let s be a never zero section of $E$. There is an exact sequence

$$
0 \rightarrow \lambda^{0} E \xrightarrow{\beta_{1}} \lambda^{1} E \rightarrow \cdots \rightarrow \lambda^{q-1} E \xrightarrow{\beta_{q}} \lambda^{q} E \rightarrow 0
$$

where $\beta_{r}$ is given by exterior product with $s$.
Now let $X$ be a compact space, $B(E)$ and $S(E)$ the unit disc and unit sphere bundles of the real vector bundle underlying $E$ and $\boldsymbol{\pi}: B(E) \rightarrow X$ the projection map. There is a canonical never zero section of $\pi^{*} E$ over $S(E)$ and hence an exact sequence

$$
0 \rightarrow F_{0}\left|S(E) \xrightarrow{\beta_{1}} F_{1}\right| S(E) \rightarrow \cdots \rightarrow F_{q-1}\left|S(E) \xrightarrow{\beta_{q}} F_{q}\right| S(E) \rightarrow 0
$$

where $F_{r}=\pi^{*} \lambda^{r} E$. Hermitian metrics for each $F_{r}$ define adjoint homomorphisms $\beta_{r}^{*}: F_{r}\left|S(E) \rightarrow F_{r-1}\right| S(E)$. The homomorphism

$$
\beta: \sum_{s} F_{2 s}\left|S(E) \rightarrow \sum_{s} F_{2 s+1}\right| S(E)
$$

defined by $\beta\left(f_{0}, f_{2}, f_{4}, \ldots\right)=\left(\beta_{1} f_{0}-\beta_{2}^{*} f_{2}, \beta_{3} f_{2}-\beta_{4}^{*} f_{4}, \ldots\right)$ is an isomorphism whose homotopy class does not depend on the choice of hermitian metrics for $F_{r}$. By 24.2.1 there is a unique element

$$
d(E)=d\left(\sum_{s} F_{2 s}, \sum_{s} F_{2 s+1}, \beta\right) \in K(B(E), S(E))
$$

which behaves functorially with respect to maps $f: X \rightarrow X^{\prime}$.
Theorem 24.4.2. Let $\eta$ be a continuous $\mathbf{U}(q)$-bundle over a compact space $X$ and $E$ a vector bundle associated to $\eta$. Let

$$
\varphi_{*}: H^{*}(X, \mathbf{Q}) \rightarrow H^{*}(B(E), S(E) ; \mathbf{Q})
$$

be the Tном isomorphism. Then

$$
\varphi_{*}^{-1} \operatorname{ch} d(E)=(-1)^{q}\left(\operatorname{td} \eta^{*}\right)^{-1} .
$$

Proof (compare Atiyah-Hirzebruch [7], Prop. 3.5): Let $\eta$ be induced from the universal $\mathbf{U}(q)$-bundle $\boldsymbol{\xi}$ over $\mathfrak{G}(q, N ; \mathbf{C})$ by a map $f: X \rightarrow \mathfrak{G}(q, N ; \mathbf{C})$. The argument of 24.3 shows that

$$
\varphi_{*}^{-1} \operatorname{ch} d(E)=f^{*} \frac{\sum_{r=0}^{q}(-1)^{r} \operatorname{ch} \lambda^{r} \xi}{c_{q}(\xi)},
$$

where the right hand side is well defined provided that $N$ is large enough. The result then follows from Theorem 10.1.1.
24.5. The element $d(E)$ can be used to define a homomorphism $\varphi_{1}: K(X) \rightarrow K(B(E) ; S(E))$ of $K(X)$-modules. Let

$$
\varphi_{!} a=(-1)^{a} d(E)^{*} \cdot \pi^{!} a \text { for } a \in K(X)
$$

Then $\operatorname{ch} \varphi_{1} a=\varphi_{*}\left((\operatorname{td} \eta)^{-1} \cdot \operatorname{ch} a\right)$. In fact $\varphi_{!}$is an isomorphism analogous to the Тном isomorphism for cohomology. The proof depends on the special case when $X$ is a point, which in turn depends on the Bott periodicity theorem:

Theorem 24.5.1 (Bott [2], [5]). Let X be a compact space. There is a commutative diagram

where $\beta$ is induced by tensor product of bundles, $\alpha$ by cup product, and both are isomorphisms.

An elementary proof of Theorem 24.5.1 has been given by AtiyahBott [1]. For the corresponding periodicity theorem for the Grothendieck ring of real vector bundles see Wood [1].

Theorem 24.5.2. Let $\eta$ be a continuous $\mathbf{U}(q)$-bundle over the $2 n$ dimensional sphere $\mathbf{S}^{2 n}$. Then $\left(\mathrm{ch}_{n} \eta\right)\left[\mathbf{S}^{2 n}\right]$ is an integer. Equivalently $\left(c_{n}(\eta)\right)\left[\mathbf{S}^{2 n}\right]$ is divisible by $(n-1)!$.

Proof: Let $h \in K\left(\mathbf{S}^{2}\right)$ correspond to the $\mathbf{U}(1)$-bundle $\eta_{1}$ over $\mathbf{S}^{\mathbf{2}}=\mathbf{P}_{1}(\mathbf{C})$ defined in 4.2. Then 1 and $h$ are generators for $K\left(\mathbf{S}^{2}\right)$ and hence $\left(\mathrm{ch}_{1} g\right)\left[\mathbf{S}^{2}\right]$ is an integer for all $g \in K\left(\mathbf{S}^{2}\right)$. Theorem 24.5.1 implies that $\left(\operatorname{ch}_{n} f\right)\left[\mathbf{S}^{2} \times \cdots \times \mathbf{S}^{2}\right]$ is an integer for all $f \in K\left(\mathbf{S}^{2} \times \cdots \times \mathbf{S}^{2}\right)$. Represent $\mathbf{S}^{2 n}$ as the reduced product of $n$ copies of $\mathbf{S}^{\mathbf{2}}$ and consider the identification $\operatorname{map} p: \mathbf{S}^{\mathbf{2}} \times \cdots \times \mathbf{S}^{\mathbf{2}} \rightarrow \mathbf{S}^{\mathbf{2 n}}$. Then $\left(\mathrm{ch}_{n} p^{!} b\right)\left[\mathbf{S}^{\mathbf{2}} \times \cdots \times \mathbf{S}^{\mathbf{2}}\right]$, and hence $\left(\operatorname{ch}_{n} b\right)$ [ $\left.\mathbf{S}^{2 n}\right]$, is an integer for all $b \in K\left(\mathbf{S}^{\mathbf{2 n}}\right)$. The final statement follows from the Newton formula (10.1)

$$
n!\mathrm{ch}_{n} b=(-1)^{n-1} n c_{n}(b)+\text { products of lower degree terms. }
$$

Theorem 24.5.2 is also due to Bott who originally gave a direct proof using Morse theory (Bott [3]). It implies that $\mathbf{S}^{2 n}$ does not admit an almost complex structure for $n \geqq 4$ (if $\theta$ were a tangent $\mathbf{G L}(n, \mathbf{C})$-bundle then 4.11 (16) would imply that $\left(c_{n}(\theta)\right)\left[S^{2 n}\right]=2$ ). Kervaire and Milnor deduced from Theorem 24.5 .2 that $\mathbf{S}^{2 n-1}$ is parallelisable if and only if $n=1,2$ or 4 (Kervaire [1], Milnor [2]; see also Borel-Hirzebruch [1], § 26.11 and Atiyah-Hirzebruch [5]).

Consider the homomorphism $\varphi_{1}: K(X) \rightarrow K(B(E), S(E))$ when $X$ is a point. Then $K(B(E), S(E))=K\left(\mathbf{S}^{2 q}, y_{0}\right)$ for some base point $y_{0} \in \mathbf{S}^{2 q}$ and $\varphi_{1}: \mathbf{Z} \rightarrow K\left(\mathbf{S}^{2 q}, y_{0}\right)$ is a homomorphism with $\left(\operatorname{ch}_{q} \varphi_{!} 1\right)\left[\mathbf{S}^{2 q}\right]=1$. In this case it can be shown that $p^{!}: K\left(\mathbf{S}^{2 q}\right) \rightarrow K\left(\mathbf{S}^{2} \times \cdots \times \mathbf{S}^{2}\right)$ is a monomorphism and that $\varphi_{!}: \mathbf{Z} \rightarrow K\left(\mathbf{S}^{2 q}, y_{0}\right)$ is an isomorphism. It is often convenient to introduce the element $h=1+\varphi_{1} 1 \in K\left(\mathbf{S}^{2 q}\right)$. For $q=1$ this coincides with the element used in the proof of Theorem 24.5.2. The same argument involving reduced products implies that Theorem 24.5 .1 holds with $\mathbf{S}^{2}$ replaced by $\mathbf{S}^{2 q}$ for any $q>0$.

The Bott periodicity theorem is the basic tool for the definition of the complete "extraordinary cohomology theory" $K^{*}(X, Y)$ (see 24.1) and hence also for the proof of the Тном isomorphism theorem mentioned above. We give one further application: to the proof of differentiable analogues of the Riemann-Roch theorem.

Let $j: X \rightarrow Y$ be an embedding of compact connected oriented differentiable manifolds such that the normal bundle $E$ of $X$ in $Y$ admits a complex structure, i.e. $E$ is associated to a $\mathbf{U}(q)$-bundle $\eta$ as in 24.4.2. There is a map $r: Y \rightarrow B(E) / S(E)$ under which all points outside $B(E) \subset Y$ are collapsed to the base point and hence a homomorphism $r^{!}: K(B(E), S(E)) \rightarrow K(Y)$. Define $j_{1}: K(X) \rightarrow K(Y)$ by $j_{!} a=r^{!} \varphi_{1} a$ so that

$$
\begin{aligned}
\operatorname{ch} j_{1} a & =r^{*} \varphi_{*}\left((\operatorname{td} \eta)^{-1} \cdot \operatorname{ch} a\right) \\
& =j_{*}\left((\operatorname{td} \eta)^{-1} \cdot \operatorname{ch} a\right)
\end{aligned}
$$

where $j_{*}: H^{*}(X, \mathbf{Q}) \rightarrow H^{*}(Y, \mathbf{Q})$ is the Gysin homomorphism. This is a differentiable analogue of the Riemann-Roch theorem for an embedding [23.5 (9)]. We give two corollaries for the case when $X$ is an almost complex manifold.

Theorem 24.5.3. Let $X$ be a connected almost complex manifold. There exists an embedding $j: X \rightarrow \mathbf{S}^{2 N}$ and a homomorphism $j_{1}: K(X) \rightarrow K\left(\mathbf{S}^{2 N}\right)$ such that $\operatorname{ch} j_{1} a=j_{*}(\operatorname{td}(X) \cdot \operatorname{ch} a)$.

Proof: Let $\theta$ be the tangent $\mathbf{U}(n)$-bundle of $X$. For $q$ sufficiently large there is a $\mathbf{U}(q)$-bundle $\eta$ over $X$ such that $\theta \oplus \eta$ is a trivial $\mathbf{U}(n+q)$-bundle and such that $\eta$ is the normal bundle of a differentiable embedding $X \rightarrow \mathbf{C}_{n+\boldsymbol{q}}$. We regard $\mathbf{S}^{\mathbf{2} N}$ as the one point compactification of $\mathrm{C}_{\boldsymbol{N}}$ where $N=\boldsymbol{n}+q$. The result follows from the equation $\operatorname{td} \theta \cdot \operatorname{td} \eta=1$.

Theorem 24.5.4. Let $X$ be an almost complex manifold and $\eta$ a $\mathbf{U}(q)$-bundle over $X$. Then $T(X, \eta)$ is an integer.

Corollary: The Todd genus of $X$ is an integer.
Proof: Let $j: X \rightarrow S^{2 N}$ be the embedding constructed in 24.5.3. Then $\eta$ determines an element $a \in K(X)$ and

$$
\begin{aligned}
T(X, \eta) & =\varkappa_{N}\left[j_{*}(\operatorname{td}(X) \cdot \operatorname{ch} a)\right] \\
& =\varkappa_{N}\left[\operatorname{ch} j_{1} a\right]
\end{aligned}
$$

is an integer by Theorem 24.5.2.
Theorem 24.5.3 is due to Atiyah-Hirzebruch [1], [8]. It is a special case of a theorem on continuous maps of differentiable manifolds which is described in 26.5. Similarly Theorem 24.5 .4 is a special case of more general integrality theorems on differentiable manifolds (26.1-26.2).

## $\mathbb{\$ 2 5}$. The Atiyah-Singer index theorem

25.1. Let $x_{1}, \ldots, x_{n}$ be coordinates for $\mathbf{R}^{n}$ and define, for each $n$-ple $t=\left(t_{1}, \ldots, t_{n}\right)$ of non-negative integers,

$$
\begin{align*}
& |t|=t_{1}+\cdots+t_{n} \\
& D^{t}=(-i)^{|t|} \frac{\partial^{|t|}}{\partial x_{1}^{t_{1}} \ldots \partial x_{n}^{i_{n}}}, \quad i^{2}=-1 \tag{1}
\end{align*}
$$

Let $A, B$ be finite dimensional complex vector spaces and $C^{\infty}(U, A)$ the space of differentiable functions $f$ from an open set $U \subset \mathbf{R}^{n}$ to $A$. The linear map

$$
D: C^{\infty}(U, A) \rightarrow C^{\infty}(U, B)
$$

is a linear differential operator of order $r$ if there exist functions $g_{t} \in C^{\infty}(U, \operatorname{Hom}(A, B))$ such that

$$
D f=\sum_{|t| \leqq r} g_{t} D^{t} f
$$

The differential operator $D$ of order $r$ defines a linear map $\sigma_{r}(D)(v) \in \operatorname{Hom}(A, B)$ for each $v=\left(u,\left(y_{1}, \ldots, y_{n}\right)\right) \in U \times \mathbf{R}^{\boldsymbol{n}}$ by

$$
\begin{equation*}
\sigma_{r}(D)(v)=\sum_{|t|=r} g_{t}(u) y_{1}^{t_{1}} \ldots y_{n}^{t_{n}} \tag{2}
\end{equation*}
$$

$D$ is elliptic of order $r$ if, for all $u \in U$ and all non-zero

$$
y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbf{R}^{n}, v=(u, y)
$$

the homomorphism $\sigma_{r}(D)(v)$ is invertible. The homomorphism $\sigma_{r}(D)$ is called the symbol of $D$. Note that the symbol depends on the choice of $r$ : if $D$ is regarded as a differential operator of order $r+1$ then the symbol $\sigma_{r+1}(D)$ is zero.

Now let $X$ be a differentiable manifold, ${ }_{\mathbf{R}} \theta^{*}$ the dual tangent bundle of $X$ (see 4.6), $B(X)$ and $S(X)$ the disc and sphere bundles associated
to ${ }_{\mathrm{R}} \theta^{*}$, and $\pi: B(X) \rightarrow X$ the projection map. Let $E, F$ be differentiable complex vector bundles over $X$ and $\Gamma(E), \Gamma(F)$ the corresponding vector spaces of (global) differentiable sections. A linear map

$$
D: \Gamma(E) \rightarrow \Gamma(F)
$$

is a differential operator of order $r$ if there is an open covering of $X$ by coordinate neighbourhoods $U_{j}$ such that, over each $U_{j}$, we have $E=U_{j} \times A$ and $F=U_{j} \times B$ and $D$ is given by a differential operator $D_{j}: C^{\infty}\left(U_{j}, A\right) \rightarrow C^{\infty}\left(U_{j}, B\right)$ of order $r$.

Regard $\pi^{*} E, \pi^{*} F$ as subspaces of $B(X) \times E, B(X) \times F$ respectively and define a homomorphism

$$
\sigma_{r}(D): \pi^{*} E \rightarrow \pi^{*} F,
$$

called the symbol of $D$ by

$$
\begin{equation*}
\sigma_{r}(D)\left(v, s\left(x_{0}\right)\right)=\left(v, \frac{i^{r}}{r!} D(f r s)\left(x_{0}\right)\right) \tag{3}
\end{equation*}
$$

where $x_{0} \in X, v \in B(X), \pi(v)=x_{0}, s \in \Gamma(E)$ and $f$ is a differentiable function with $f\left(x_{0}\right)=0$ and $d f=v$. In terms of local coordinates $x_{1}, \ldots, x_{n}$ at the point $x_{0}$ we have $D^{t}\left(f^{r} s\right)_{x_{0}}=0$ for $|t|<r$ and

$$
D^{t}(f r s)_{x_{0}}=(-i)^{r}\left(\frac{\partial f}{\partial x_{1}}\right)_{x_{0}}^{t_{1}} \ldots\left(\frac{\partial f}{\partial x_{n}}\right)_{x_{0}}^{t_{n}} r!s\left(x_{0}\right)
$$

for $|t|=r$. Therefore $\sigma_{r}(D)\left(v, s\left(x_{0}\right)\right)$ depends only on the coordinates $\frac{\partial f}{\partial x_{1}}, \ldots, \frac{\partial f}{\partial x_{n}}$ of $d f$ and on the value $s\left(x_{0}\right)$ of $s$.

This proves that the bundle homomorphism $\sigma_{r}(D)$ is well defined and that it agrees at $x_{0}$ with the homomorphism defined by (2).

If $E, F, G$ are complex vector bundles over $X$, and if $D_{1}: \Gamma(E) \rightarrow \Gamma(F)$ and $D_{2}: \Gamma(F) \rightarrow \Gamma(G)$ are differential operators of orders $r_{1}$ and $r_{2}$, then $D_{2} D_{1}$ is a differential operator of order $r_{1}+r_{2}$ and

$$
\sigma_{r_{1}+r_{2}}\left(D_{2} D_{1}\right)=\sigma_{r_{1}}\left(D_{2}\right) \sigma_{r_{1}}\left(D_{1}\right)
$$

Definition: The differential operator $D$ is elliptic of order $r$ if $\sigma=\sigma_{r}(D) \mid S(X)$ is an isomorphism.

Remark: If $D$ is elliptic then $E, F$ have the same fibre dimension. A monomorphism between vector bundles of the same fibre dimension must be an isomorphism. Therefore $D$ is elliptic provided that $E, F$ have the same fibre dimension and that, if $s \in \Gamma(E)$ is a section with $s(x) \neq 0$ and $f$ is a differentiable function with $f(x)=0, d f(x) \neq 0$, then $D(f r s)(x) \neq 0$.
25.2. Now suppose that $X$ is compact with a Riemann metric. The volume element makes it possible to define integration over $X$. Suppose that the complex vector bundles $E, F$ are given hermitian metrics $H($,$) . A differential operator D^{*}: \Gamma(F) \rightarrow \Gamma(E)$ is called a formal
adjoint for $D$ if for all $s \in \Gamma(E), t \in \Gamma(F)$

$$
\int_{X} H(D s, t)=\int_{X} H\left(s, D^{*} t\right) .
$$

The hermitian metrics on $E, F$ define metrics on $\pi^{*} E, \pi^{*} F$. Therefore the symbol $\sigma_{r}(D): \pi^{*} E \rightarrow \pi^{*} F$ defines an adjoint homomorphism $\sigma_{r}(D)^{*}: \pi^{*} F \rightarrow \pi^{*} E$.

Theorem 25.2.1. Let $X$ be a compact differentiable manifold with a Riemann metric, and $E, F$ differentiable complex vector bundles over $X$ with hermitian metrics. There exists a unique formal adjoint $D^{*}$ for $D$ and $\sigma_{r}\left(D^{*}\right)=\sigma_{r}(D)^{*}$.

For the proof see Palais [1]. If $D$ is a differential operator of order $r$ then $D^{*} D: \Gamma(E) \rightarrow \Gamma(E)$ is a differential operator of order $2 r$ by 25.1 . With respect to the hermitian metrics in $E, F$

$$
H\left(e, \sigma_{2 r}\left(D^{*} D\right) e\right)=H\left(\sigma_{r}(D) e, \sigma_{r}(D) e\right)
$$

for all $e \neq 0$ in $\pi^{*} E$. Therefore if $D$ is elliptic, $D^{*} D$ is strongly elliptic, i.e. $H\left(e, \sigma_{2 r}\left(D^{*} D\right) e\right)>0$ for all $e \neq 0$ in $\pi^{*} E$. Conversely suppose that $E, F$ have the same fibre dimension and that $D^{*} D$ is strongly elliptic. Then $\sigma_{r}(D) \mid S(X)$ is a monomorphism and hence $D$ is elliptic.

Let $\operatorname{ker} D$ and coker $D$ be the kernel and cokernel of the differential operator $D$. If $D$ is elliptic then $D^{*}$ is elliptic, $\operatorname{ker} D$ is finite dimensional and dim ker $D^{*}=\operatorname{dim}$ coker $D$ (Palais [1], Gelfand [1]). The index, or analytic index, $\tau(D)$ of $D$ is defined by

$$
\begin{equation*}
\tau(D)=\operatorname{dim} \operatorname{ker} D-\operatorname{dim} \text { coker } D=\operatorname{dim} \text { ker } D-\operatorname{dim} \operatorname{ker} D^{*} . \tag{4}
\end{equation*}
$$

Vekua and Gelfand [1] conjectured that the integer $\tau(D)$ could be expressed in terms of topological invariants. This conjecture was checked in special cases by Agranovic [1], Dynin [1], Volpert [1], [2] and others.
25.3. Let $X$ be a compact differentiable $m$-dimensional manifold, which need not be orientable, and ${ }_{\mathbf{R}} \theta$ the tangent $\mathbf{G L}(m, \mathbf{R})$-bundle of $X$. Let $T^{*}$ be the total space of the covariant tangent vector bundle $\mathbf{R}^{\mathbb{T}^{*}}$ of $X$ and $\pi: T^{*} \rightarrow X$ the projection map. Then $T^{*}$ is a $2 m$-dimensional manifold with tangent $\mathbf{G L}(2 m, \mathbf{R})$-bundle $\pi^{*}{ }_{\mathbf{R}} \theta \oplus \pi_{\mathbf{R}} \boldsymbol{\theta}^{*}$. A Riemann metric on $X$ defines an isomorphism ${ }_{\mathbf{R}} \theta \cong{ }_{\mathbf{R}} \theta^{*}$ and hence (in the notation of 4.5) an isomorphism

$$
\pi_{\mathbf{R}}^{*} \theta \oplus \pi_{\mathbf{R}}^{*} \theta^{*} \cong \pi_{\mathbf{R}}^{*} \theta \oplus \pi_{\mathbf{R}}^{*} \theta \cong \varrho\left(\pi^{*} \psi\left({ }_{\mathbf{R}} \theta\right)\right) .
$$

Therefore the $\mathbf{G L}(m, \mathbf{C})$-bundle $\eta=\pi^{*} \psi\left({ }_{\mathbf{R}} \theta\right)$ gives an almost complex structure for the manifold $T^{*}$. For a detailed study of the almost complex structure on $T^{*}$ see Dombrowski [1].

In terms of local coordinates $x_{1}, \ldots, x_{m}$ an element $v$ in the fibre of $T^{*}$ over $(0, \ldots, 0)$ has the form $\sum_{j=1}^{m} v_{j} d x_{j}$. The ordering of coordinates $\left(x_{1}, v_{1}, \ldots, x_{m}, v_{m}\right)$ defines the orientation of $T^{*}$ induced by $\eta$. This orientation induces orientations of the unit disc bundle $B(X)$ and the unit sphere bundle $S(X)$ and hence a fundamental cycle in

$$
H_{2 m}(B(X), S(X) ; \mathbf{Q})
$$

The value of a cohomology class $u \in H^{*}(B(X), S(X) ; \mathbf{Q})$ on the fundamental class is denoted by $x^{2 m}[u]$.

Let $D: \Gamma(E) \rightarrow \Gamma(F)$ be an elliptic differential operator of order $r$ with symbol $\sigma_{r}(D)$. By 24.2 the restriction $\sigma=\sigma_{r}(D) \mid S(X)$ defines a difference bundle $d\left(\pi^{*} E, \pi^{*} F, \sigma\right)$ in $K(B(X), S(X))$ with Chern character

$$
\operatorname{ch} D \in H^{*}(B(X), S(X) ; \mathbf{Q})
$$

The relative cohomology group $H^{*}(B(X), S(X) ; \mathbf{Q})$ can be regarded, using the relative cup product, as a module over $H^{*}(B(X), \mathbf{Q})$. The topological index $\gamma(D)$ of $D$ is then defined by

$$
\begin{equation*}
\gamma(D)=\chi^{2 m}[\operatorname{ch} D \cdot \operatorname{td} \eta] \tag{5}
\end{equation*}
$$

Theorem 25.3.1 (Atiyah-Singer [1]). Let E, F be differentiable complex vector bundles over a compact differentiable manifold $X$ and $D: \Gamma(E) \rightarrow \Gamma(F)$ an elliptic differential operator. Then $\tau(D)=\gamma(D)$.

Corollary: $\gamma(D)$ is an integer.
The Atiyah-Singer index theorem $\tau(D)=\gamma(D)$ implies Theorem 21.1.1 (R-R) for an arbitrary compact complex manifold $V$. In addition it implies the index theorem of Chapter Two (Theorem 8.2.2). These implications are proved in 25.4. The proof of Theorem 25.3.1 is discussed very briefly in 25.5. In certain cases it can be proved directly that $\gamma(D)=0$. Theorem 25.3.1 then implies that $\tau(D)=0$. For example

Lemma 25.3.2. Let $D$ be an elliptic differential operator on a compact differentiable manifold of odd dimension. Then $\gamma(D)=0$.

Proof: Let $D: \Gamma(E) \rightarrow \Gamma(F)$ be elliptic of order $r$. If $v \in S(X)$, $\pi(v)=x$, then the symbol $\sigma_{r}(D)(x, v): E_{x} \rightarrow F_{x}$ is defined by a homogeneous polynomial of degree $r$ in the local fibre coordinates $v_{1}, \ldots, v_{m}$ for $B(X)$. Therefore

$$
\begin{equation*}
\sigma_{r}(D)(x,-v)=(-1)^{r} \sigma_{r}(D)(x, v) \tag{6}
\end{equation*}
$$

Let $f: B(X), S(X) \rightarrow B(X), S(X)$ be the antipodal map and $\beta: \pi^{*} F \rightarrow \pi^{*} F$ scalar multiplication by $(-1)^{r}$. Then (6) gives

$$
\beta \sigma_{r}(D)=f^{*} \sigma_{r}(D): f^{*} \pi^{*} E \rightarrow f^{*} \pi^{*} F
$$

Therefore, since $\pi f=\pi$ and $f^{*} \pi^{*}=\pi^{*}$,

$$
d\left(\pi^{*} E, \pi^{*} F, f^{*} \sigma\right)=d\left(\pi^{*} E, \pi^{*} F, \beta \sigma\right) .
$$

It follows from Theorem 24.2 .1 that since $\beta$ is homotopic to the identity

$$
\begin{aligned}
d\left(f^{*} \pi^{*} E, f^{*} \pi^{*} F, f^{*} \sigma\right) & =d\left(\pi^{*} E, \pi^{*} F, \sigma\right), \\
f^{*} \operatorname{ch} D & =\operatorname{ch} D .
\end{aligned}
$$

On the other hand $\operatorname{td} \eta$ is a class in $H^{*}(B(X), \mathbf{Q})=H^{*}(X, \mathbf{Q})$ and so $f^{*} \operatorname{td} \eta=\operatorname{td} \eta$. If $X$ is odd dimensional the map $f$ is orientation reversing and therefore $-\gamma(D)=\gamma(D)$.

If $X$ is orientable, $\mathbf{R}^{\mathcal{S}}$ is associated to the $\mathbf{S O}(m)$-bundle ${ }_{\mathbf{R}} \theta$. There is a THom isomorphism

$$
\begin{equation*}
\varphi_{*}: H^{*}(X, \mathbf{Q}) \rightarrow H^{*}(B(X), S(X) ; \mathbf{Q}) \tag{7}
\end{equation*}
$$

defined by the orientation of $X$, and the orientation of $B(X)$ given by the ordering of coordinates ( $x_{1}, \ldots, x_{m}, v_{1}, \ldots, v_{m}$ ). This orientation differs from that used above by a factor $(-1)^{\frac{1}{2} m(m-1)}$. Therefore

$$
\begin{align*}
\gamma(D) & =\varphi_{*}^{-1}\left((-1)^{\frac{1}{2} m(m-1)} \operatorname{ch} D \cdot \operatorname{td} \eta\right)[X] \\
& =\varkappa^{m}\left[\varphi_{\psi^{-1}}\left((-1)^{\frac{1}{\frac{1}{2}} m(m-1)} \operatorname{ch} D\right) \cdot \operatorname{td} \psi\left({ }_{\mathrm{R}} \theta\right)\right] \tag{8}
\end{align*}
$$

The Todd class $\operatorname{td} \psi\left({ }_{R} \theta\right)$ can be expressed as a polynomial in the Pontrjagin classes $p_{j}(X)=(-1)^{j} c_{2 j}\left(\psi\left({ }_{\mathbf{R}} \theta\right)\right)$ of $X$ : if

$$
p(X)=\prod_{i}\left(1+y_{i}^{2}\right) \in H^{*}(X, \mathbf{Q})
$$

then (see 4.5)

$$
c(\psi(\mathbb{R} \theta))=\prod_{j}\left(1-y_{j}^{2}\right)=\prod_{i}\left(1+y_{j}\right)\left(1-y_{j}\right)
$$

and so

$$
\begin{equation*}
\operatorname{td} \psi\left({ }_{\mathrm{R}} \theta\right)=\Pi_{j}\left(\frac{y_{j}}{1-e^{-y_{j}}}\right)\left(\frac{-y_{j}}{1-e^{y_{j}}}\right)=\Pi_{j}\left(\frac{\frac{1}{8} y_{j}}{\sinh \frac{1}{2} y_{j}}\right)^{2} . \tag{9}
\end{equation*}
$$

The right hand side is a symmetric function of the $y_{j}^{2}$ and is therefore expressible as a polynomial in the $p_{j}(X)$ (compare the corresponding formula in 1.7).
25.4. In this section we outline two important applications of the Atiyah-Singer index theorem. Further details can be found in Palais [1], Cartan-Schwartz [1].
a) Let $V_{n}$ be a compact complex manifold of dimension $n$ and $W$ a complex analytic vector bundle over $V_{n}$ with fibre $C_{a}$. We wish to show that Theorem 25.3 .1 implies the Riemann-Roch theorem $\chi\left(V_{n}, W\right)=T\left(V_{n}, W\right)$. Let $T$ be the complex covariant tangent vector bundle of $V_{n}$. In the notations of $15.4, \Gamma\left(W \otimes \lambda^{p} \bar{T}\right)=A^{0, p}(W)$. The differential operator

$$
\boldsymbol{\delta}+\boldsymbol{\vartheta}: \Gamma\left(\sum_{p} W \otimes \lambda^{p} \overline{\boldsymbol{T}}\right) \rightarrow \Gamma\left(\sum_{p} W \otimes \lambda^{p} \overline{\boldsymbol{T}}\right)
$$

is self adjoint [ 15.4 (9)]. Since $\delta$ is of degree +1 , and $\vartheta$ is of degree -1 , the differential operator $\boldsymbol{\delta}+\boldsymbol{\vartheta}$ maps odd degree forms into even degree forms and conversely. Let

$$
\begin{aligned}
& E=\sum_{s} W \otimes \lambda^{2 s} \overline{\mathbf{T}}, \quad F=\sum_{s} W \otimes \lambda^{2 s+1} \overline{\mathbf{T}} \\
& D=\delta+\vartheta: \Gamma(E) \rightarrow \Gamma(F)
\end{aligned}
$$

Then $D$ is a differential operator of order 1 . The decomposition

$$
A^{0, p}(W)=\delta A^{0, p-1}(W) \oplus \vartheta A^{0, p+1}(W) \oplus B^{0, p}(V, W)
$$

of 15.4 shows that if $\delta \alpha+\vartheta \beta=0, \alpha \in A^{0, p-1}(W), \beta \in A^{0, p+1}(W)$, then $\boldsymbol{\delta} \alpha=\boldsymbol{\vartheta} \boldsymbol{\beta}=0$. Therefore

$$
\begin{aligned}
& \operatorname{ker} D=\sum_{s} B^{0,2 s}(V, W) \\
& \operatorname{ker} D^{*}=\sum_{s} B^{0,2 s+1}(V, W)
\end{aligned}
$$

By Theorem 15.4.1

$$
\begin{align*}
\tau(D) & =\operatorname{dim} \operatorname{ker} D-\operatorname{dim} \operatorname{ker} D^{*} \\
& =\sum_{p}(-1)^{p} \operatorname{dim} H^{p}(V, W)=\chi(V, W) \tag{10}
\end{align*}
$$

Let ${ }_{R} \mathfrak{S}_{\mathbf{C}}^{*}$ be the complexification of the real dual tangent bundle ${ }_{\mathbf{R}} \mathfrak{S}^{*}$ of $X$. The isomorphism ${ }_{\mathbf{R}} \mathfrak{S}_{\mathbf{C}}^{*}=\boldsymbol{T} \oplus \overline{\boldsymbol{T}}$ [see 4.7 (12)] defines a projection map $p:{ }_{\mathbf{R}} \mathfrak{S}^{*} \rightarrow \overline{\boldsymbol{T}}$. The induced $\operatorname{map}_{\mathbf{R}^{\mathbb{F}^{*}} \rightarrow \overline{\boldsymbol{T}}}$ can be used to identify the disc bundle $B(X)=B\left({ }_{R} \mathscr{S}^{*}\right)$ with $B(\bar{T})$. We assume this identification when calculating the symbol of the differential operator $D$. By (3) the symbol of $\bar{\delta}: \Gamma\left(\lambda^{r-1} \overline{\boldsymbol{T}}\right) \rightarrow \Gamma\left(\lambda^{r} \bar{T}\right)$ is defined at $d f \in B\left({ }_{\mathrm{R}} \mathfrak{S}_{\mathrm{C}}^{*}\right)$, $u_{1} \wedge u_{2} \wedge \cdots \wedge u_{r-1} \in \lambda^{r-1} \bar{T}$ by

$$
\sigma_{1}(\delta)\left(d f, u_{1} \wedge \cdots \wedge u_{r-1}\right)=i \delta f \wedge u_{1} \cdots \wedge u_{r-1}
$$

and at $p(d f)=\delta f \in B(\bar{T})$ by

$$
\sigma_{1}(\delta)\left(\delta f, u_{1} \wedge \cdots \wedge u_{r-1}\right)=i \delta f \wedge u_{1} \wedge \cdots \wedge u_{r-1}
$$

The isomorphism $\lambda^{r} \boldsymbol{T} \rightarrow \lambda^{r} T^{*}$ [see 15.3 c )] induces hermitian metrics for each $\lambda^{r} \overline{\boldsymbol{T}}$ such that $\vartheta$, defined by 15.4 ( 9 ), is a formal adjoint for $\delta$ in the sense of 25.2. Therefore, in the notation of 24.4,

$$
\begin{aligned}
& \sigma_{1}(\delta)=i \beta_{r} \\
& \sigma_{1}(D)\left|S(X)=i \beta: \pi^{*} \sum_{s} W \otimes \lambda^{2 s} \bar{T}\right| S(X) \rightarrow \pi^{*} \sum_{s} W \otimes \lambda^{2 s+1} \bar{T} \mid S(X) .
\end{aligned}
$$

By 24.4, $\beta$ is an isomorphism and therefore $D$ is elliptic. Alternatively an explicit calculation shows that $D^{*} D=\square$ is strongly elliptic and hence that $D$ is elliptic.

As in 24.4.2 we have

$$
\begin{aligned}
\varphi_{*}^{-1} \operatorname{ch}(D) & =\varphi_{*}^{-1} \operatorname{ch} d\left(\pi^{*} \sum_{s} W \otimes \lambda^{2 s} \bar{T}, \pi^{*} \sum_{s} W \otimes \lambda^{2 s+1} \bar{T}, \beta\right) \\
& =(-1)^{n} \operatorname{ch} W \cdot\left(\operatorname{td} \theta^{*}\right)^{-1}
\end{aligned}
$$

where $\theta$ is the tangent $\mathrm{U}(n)$-bundle of $V_{n}$. Then

$$
\begin{align*}
\gamma(D) & =x_{n}\left[(-1)^{2 n} \operatorname{ch} W \cdot\left(\operatorname{td} \theta^{*}\right)^{-1} \cdot \operatorname{td} \theta \cdot \operatorname{td} \bar{\theta}\right] \\
& =x_{n}[\operatorname{ch} W \cdot \operatorname{td} \theta]=T\left(V_{n}, W\right) . \tag{11}
\end{align*}
$$

Equations (10) and (11) show that Theorem 25.3.1 implies R-R for an arbitrary compact complex manifold $V_{n}$. The same theorem applied to the vector bundle $W \otimes \lambda^{p} \boldsymbol{T}$ gives

$$
\chi^{p}\left(V_{n}, W\right)=T^{p}\left(V_{n}, W\right) \text { and } \chi_{y}\left(V_{n}, W\right)=T_{y}\left(V_{n}, W\right)
$$

In particular the case $y=1$ shows that the Hodge index theorem (15.8.2) is valid for an arbitrary compact complex manifold.
b) Now let $X$ be a compact oriented differentiable manifold of dimension $2 n$. We wish to show that Theorem 4.11.4 and Theorem 8.2.2 are both consequences of Theorem 25.3.1.

Let ${ }_{\mathbf{R}} \mathfrak{S}_{\mathbf{C}}^{*}$ be the complexification of the real vector bundle of covariant tangent vectors (see 4.6) and define

$$
W=\sum_{r} \lambda^{r}{ }_{\mathbf{R}} \mathfrak{F}_{\mathbf{C}}^{*}
$$

A section of $W$ is a complex valued differential form on $X$. The exterior derivative

$$
d: \Gamma(W) \rightarrow \Gamma(W)
$$

is a differential operator of degree 1 (see 2.12). Equation (3) shows that if $v=d f, \pi(v)=x, f(x)=0$ and $\omega \in \Gamma(W)$ then the symbol of $d$ is defined by

$$
\sigma_{1}(d)(v, \omega(x))=(v, i v \wedge \omega(x)) .
$$

A Riemann metric on $X$ defines a homomorphism

$$
*: \lambda^{r}{ }_{\mathbf{R}}^{\mathfrak{S}_{\mathbf{C}}^{*}} \rightarrow \lambda^{2 n-r_{\mathbf{R}} \mathfrak{S}_{\mathbf{C}}^{*}}
$$

and hence a homomorphism $*: \Gamma(W) \rightarrow \Gamma(W)$. Since $X$ is even dimensional the formal adjoint $\delta$ for $d$ in the sense of 25.2 is defined by $\delta=-* d *$. As in 15.4 we have $d d=\delta \delta=0$ and $(d+\delta)(d+\delta)=$ $d \delta+\delta d=\triangle$. A form $\omega \in \Gamma(W)$ is called harmonic if $\Delta \omega=0$. $\omega$ is harmonic if and only if $d \omega=\delta \omega=0$. If $B^{r}(X)$ denotes the vector space of harmonic forms of degree $r$ there is a natural isomorphism (DE RHAM [1], Hodge [1]; compare 15.7)

$$
H^{r}(X, \mathbf{C})=B^{r}(X)
$$

and therefore $\operatorname{dim} B^{r}(X)=b_{r}(X)$ is the $r$-th Betti number of $X$.

The differential operator $d+\delta: \Gamma(W) \rightarrow \Gamma(W)$ is self adjoint. We therefore seek decompositions $W=E \oplus F$ such that

$$
D=d+\delta: \Gamma(E) \rightarrow \Gamma(F)
$$

is elliptic. Consider the endomorphisms of $W$ defined by $*$ and $\alpha=i^{r(r+1)-n} *: \lambda^{r}{ }_{\mathbf{R}} \mathfrak{S}_{\mathbf{C}}^{*} \rightarrow \lambda^{2 n-r} \mathbf{R}^{\mathfrak{S}_{\mathbf{c}}^{*}}$. Since $X$ is even dimensional ** $=(-1)^{r}$ and $\alpha^{2}=(-1)^{r^{2}} * *=1$. The eigenspaces of the involutions ** and $\alpha$ provide decompositions of $W$ of the required type.

1) Define $E=\sum_{s} \lambda^{2 s} \mathbf{R}^{\mathfrak{S}_{\mathbf{C}}^{*}}, F=\sum_{s} \lambda^{2 s+1} \mathbf{R}^{\mathfrak{V}_{\mathbf{C}}^{*}}$ and

$$
D=d+\delta: \Gamma(E) \rightarrow \Gamma(F) .
$$

In the notation of 24.4 the symbol of $D$ is $i \beta$ and therefore $D$ is elliptic. Alternatively an explicit calculation shows that $D^{*} D=\Delta$ is strongly elliptic and hence that $D$ is elliptic. As in a)

$$
\gamma(D)=\operatorname{dim} \operatorname{ker} D-\operatorname{dim} \operatorname{ker} D^{*}=\sum_{r}(-1)^{r} \operatorname{dim} B^{r}(X) .
$$

Therefore $\gamma(D)$ is the Euler-Poincare characteristic $E(X)$ of $X$. By Theorem 10.1.1, if ${ }_{\mathrm{R}} \theta$ is the tangent $\mathbf{S O}(2 n)$-bundle of $X$,

$$
\begin{aligned}
\operatorname{ch} E-\operatorname{ch} F & =c_{2 n}\left(\psi\left({ }_{\mathbf{R}} \theta\right)\right) \cdot\left(\operatorname{td} \psi\left({ }_{\mathbf{R}} \theta\right)\right)^{-1} \\
& =(-1)^{n}\left(e\left(_{\mathbf{R}} \theta\right)\right)^{2}\left(\operatorname{td} \psi\left(\mathbf{R}_{\mathbf{R}} \theta\right)\right)^{-1} .
\end{aligned}
$$

By 24.3 (7) and 25.3 (8), $\gamma(D)=e\left({ }_{\mathbf{R}} \theta\right)[X]$. Therefore Theorem 25.3.1 implies Theorem 4.11.4 for even dimensional $X$. The case of odd dimensional $X$ is covered by Theorem 25.3.2.
2) Now let $E, F$ be the eigenspaces corresponding to the eigenvalues $+1,-1$ of $\alpha$. The argument of 1 ) shows that the differential operator $d+\delta: \Gamma(W) \rightarrow \Gamma(W)$ is elliptic. Now $\alpha(d+\delta)=-(d+\delta) \alpha$ and therefore there is a differential operator

$$
D=d+\delta: \Gamma(E) \rightarrow \Gamma(F) .
$$

The symbols of $D$ and $d+\delta$ form a commutative diagram

in which vertical arrows denote inclusions. Since $\sigma_{1}(d+\delta)$ is an isomorphism over $S(X)$ the symbol $\sigma_{1}(D)$ is a monomorphism. The same argument shows that $\sigma_{1}\left(D^{*}\right)$ is a monomorphism and hence (see 25.2.1) that $\sigma_{1}(D)$ is an epimorphism. Therefore $D$ is elliptic.

The kernel of $D$ is the space of harmonic forms $\omega$ such that $\alpha \omega=\omega$. The kernel of $D^{*}$ is the space of harmonic forms $\omega$ such that $\alpha \omega=-\omega$.

Thus (compare the proof of Theorem 15.8.2)

$$
\tau(D)=\operatorname{dim} \operatorname{ker} D-\operatorname{dim} \operatorname{ker} D^{*}=\operatorname{dim} B_{+}^{n}(X)-\operatorname{dim} B_{-}^{n}(X)
$$

where $B_{ \pm}^{n}(X)$ is the subspace $\left\{\omega \in B^{n}(X) ; \alpha \omega= \pm \omega\right\}$ of $B^{n}(X)$. The homomorphism $\alpha: \lambda^{n}{ }_{R} \mathfrak{F}_{\mathbf{C}} \rightarrow \lambda^{n}{ }_{\mathbf{R}} \mathfrak{F}_{\mathbf{C}}$ is defined by $\alpha=i *$ for $n$ odd and $\alpha=*$ for $n$ even. If $n$ is odd the map $\omega \rightarrow \bar{\omega}$ is an isomorphism $B_{+}^{n}(X) \rightarrow B_{-}^{n}(X)$ and therefore $\tau(D)=0$. The direct sum

$$
H^{n}(X, \mathrm{C})=B_{+}^{n}(X) \oplus B_{-}^{n}(X)
$$

induces a corresponding direct sum, when $n$ is even,

$$
H^{n}(X, \mathbf{R})=B_{+, \mathbf{R}}^{n}(X) \oplus B_{-, \mathbf{R}}^{n}(X)
$$

where $B_{ \pm, \mathrm{R}}^{n}(X)$ is the subspace $\left\{\omega \in B_{ \pm}^{n}(X) ; \omega=\bar{\omega}\right\}$ of $B_{ \pm}^{n}(X)$. The inner product $\left(\omega_{1}, \omega_{2}\right)=\int_{X} \omega_{1} \wedge * \omega_{2}$ on $B_{R}^{n}(X)=H^{n}(X, \mathbf{R})$ is positive definite and $B_{+, \mathrm{R}}^{n}(X), B_{-, \mathrm{R}}^{n}(X)$ are orthogonal with respect to this inner product if $n$ is even. The quadratic form $Q\left(\omega_{1}, \omega_{2}\right)=\int_{X} \omega_{1} \wedge \omega_{2}$ is positive definite on $B_{+, R}^{n}(X)$ and negative definite on $B_{-, R}^{n}(X)$. Therefore if $n$ is even, $\operatorname{dim} B_{+}^{n}(X), \operatorname{dim} B_{-}^{n}(X)$ is the number $p_{+}, p_{-}$of positive, negative eigenvalues of $Q$. Hence $\tau(D)=p_{+}-p_{-}$is the index of $X$ as defined in 8.2.

A calculation on the classifying space $\mathfrak{G}^{+}(2 n, N ; \mathbf{R})$ which is similar to 1 ) and which is given with full details in Palais [1], shows that, in terms of the factorisation

$$
\begin{gathered}
p(X)=\prod_{j=1}^{n}\left(1+y_{i}^{2}\right), \quad e\left({ }_{\mathrm{R}} \theta^{*}\right)=\prod_{i=1}^{n} y_{j} \\
\operatorname{ch} E-\operatorname{ch} F=\prod_{j=1}^{n}\left(e^{-y_{j}}-e^{y_{j}}\right)
\end{gathered}
$$

and therefore by 24.3 (7) and 24.4 (7)

$$
\begin{aligned}
\varphi_{*}^{-1} \operatorname{ch} D & =\prod_{j=1}^{n} \frac{e^{-y_{j}}-e^{y_{j}}}{y_{j}}, \\
\gamma(D) & =x^{2 n}\left[(-1)^{n} \prod_{j=1}^{n} \frac{e^{-y_{j}}-e^{y_{j}}}{y_{j}} \cdot \frac{y_{j}}{1-e^{-y_{j}}} \cdot \frac{-y_{j}}{1-e^{y_{j}}}\right] \\
& =x^{2 n}\left[\prod_{i=1}^{n} y_{j} \frac{\cosh \frac{1}{2} y_{j}}{\sinh \frac{1}{2} y_{j}}\right] \\
& =x^{2 n}\left[2^{n} \prod_{j=1}^{n} \frac{1}{2} y_{j}\left(\tanh \frac{1}{2} y_{j}\right)^{-1}\right] \\
& =x^{2 n}\left[\prod_{j=1}^{n} y_{j} / \tanh y_{j}\right]=L(X) .
\end{aligned}
$$

Therefore Theorem 25.3 .1 implies Theorem 8.2.2. The case of odd dimensional $X$ is again covered by 25.3.2.
25.5. There are two proofs of the Atiyah-Singer index theorem. The first proof, which is modelled on that of Theorem 8.2.2, was outlined in Atiyaf-Singer [1]. Details can be found in Palais [1] and CartanSchwartz [1]. The second proof appears in Atiyah-Singer [2].

The starting point for both proofs is the fact that formula (8) defines the index $\gamma(b)$ for any element $b \in K(B(X), S(X))$. We wish to extend the analytic index $\tau(D)$ similarly so that it becomes a function $\tau: K(B(X), S(X)) \rightarrow \mathbf{Q}$. It is known that homotopic operators have the same analytic index and that symbols which determine the same difference bundle are homotopic. Thus the index will depend only on the difference bundle if (i) a homotopy between symbols can be raised to a homotopy between operators. The function $\tau$ will be defined if (ii) every $b \in K(B(X), S(X))$ is the difference bundle determined by some elliptic operator. In general neither (i) nor (ii) is true for elliptic differential operators. It is necessary to introduce the elliptic integral operators of Seeley [1]. This class includes the elliptic differential operators but is large enough for (i) and (ii) to hold. In this way the analytic index defines a homomorphism $\tau: K(B(X), S(X)) \rightarrow \mathbf{Q}$ which always takes integral values.

The remainder of the proof is devoted to showing that the two homomorphisms

$$
\begin{aligned}
& \gamma: K(B(X), S(X)) \rightarrow \mathbf{2}, \\
& \tau: K(B(X), S(X)) \rightarrow \mathbf{2},
\end{aligned}
$$

coincide. We summarise both methods very briefly. In the first it is assumed that $X$ is oriented and even dimensional.
a) By 25.4 b ) there is a differential operator $D_{0}$ over $X$ whose topological index is the $L$-genus of $X$. Let $b_{0} \in K(B(X), S(X))$ be the corresponding difference bundle. The ring $K(B(X), S(X))$ is a $K(X)$-module (24.5) and the function $\gamma$ is determined completely by its values on the subgroup $K(X) \cdot b_{0}$ of finite index. Define a function $\gamma(X):, K(X) \rightarrow \mathbf{Q}$ by $\gamma(X, b)=\gamma\left(b \cdot b_{0}\right)$. In fact $\gamma(X, b)$ is none other than the $T_{y}$-characteristic of $b$ with $y=1$ (this is defined also for differentiable manifolds and by 12.2 (13) the definition can be extended to elements $b \in K(X))$. The homomorphism has the properties
I) $\gamma(X+Y, b+c)=\gamma(X, b)+\gamma(Y, c)$ where on the left hand side + denotes disjoint union (not direct sum);
II) $\gamma(X \times Y, b \otimes c)=\gamma(X, b) \gamma(Y, c)$ where $\otimes$ denotes tensor product; this follows from 12.2 (14) with $y=1$;
III) $\gamma(X, b)=0$ if there exists a manifold $X^{\prime}$ with boundary $\partial X^{\prime}=X$ and an element $b^{\prime} \in K\left(X^{\prime}\right)$ whose restriction to $X$ is $b$; this is proved by a more complicated version of Theorem 7.2.1;
IV) $\gamma\left(\mathbf{S}^{2 n}, h\right)=2^{n}$ where $h \in K\left(\mathbf{S}^{2 n}\right)$ is the element with $x^{2 n}[\operatorname{ch} h]=1$ defined in 24.5 ; by 12.2 (10) we have, if $\operatorname{ch} h=\sum e^{\delta}$,

$$
\gamma\left(\mathbf{S}^{2 n}, h\right)=x^{2 n}\left[\sum e^{2 N_{i}}\right]=2^{n} \varkappa^{2 n}[\operatorname{ch} h]=2^{n} ;
$$

V) $\gamma\left(\mathbf{P}_{2 n}(\mathbf{C}), 1\right)=1$; this follows from 1.5.1.

The next, and most difficult step in the proof is to show that the analytic index $\tau$ also satisfies properties I)-V). Finally it is shown that a function $K(X) \rightarrow \boldsymbol{Q}$ is uniquely determined by properties I$)-\mathrm{V}$ ). As in 7.1 we consider a cobordism group $\Omega_{n}$. For each $n \geqq 0, \Omega_{n}$ is obtained by considering pairs ( $X, b$ ) with $X$ a compact oriented $n$-dimensional differentiable manifold and $b \in K(X)$. A pair $(X, b)$ bounds if there exists a manifold $X^{\prime}$ and element $b^{\prime} \in K\left(X^{\prime}\right)$ such that $X=\partial X^{\prime}$ and $b=b^{\prime} \mid X$. The groups $\Omega_{n} \otimes Q$ are determined as in 7.2.3: elements of $\Omega_{n} \otimes \mathbf{Q}$ are determined uniquely by mixed Pontrjagin-Chern numbers

$$
p_{j_{2}}(X) \ldots p_{i_{r}}(X) \cdot \operatorname{ch}_{k_{1}}(b) \ldots \operatorname{ch}_{k_{s}}(b)[X]
$$

Properties I)-III) show that $\gamma$ gives a function $\Omega=\sum_{n=0}^{\infty} \Omega_{n} \rightarrow \mathbf{Q}$. Properties IV), V) are sufficient to determine $\gamma$ on the generators of $\Omega \otimes \mathbf{Q}$ and hence to determine $\gamma$ uniquely. A general theory of such cobordism groups of pairs can be found in Conner-Floyd [1].

The theorem for $X$ odd dimensional follows by considering $X \times \mathbf{S}^{\mathbf{1}}$.
b) The second proof that the homomorphisms $\gamma$ and $\tau$ coincide does not depend on cobordism theory. By 25.3 the unit disc bundle $B(X)$ is an almost complex manifold with boundary $S(X)$. For convenience we write $T^{*} X$ for $B(X)-S(X)$ and $K\left(T^{*} X\right)$ for $K(B(X), S(X))$. Let $V=\mathbf{R}^{N}$ so that $K\left(T^{*} V\right)=K\left(\mathbf{S}^{2 N}, y_{0}\right)=\mathbf{Z}$. An embedding $X \subset V$ defines an embedding $j: T^{*} X \rightarrow T^{*} V$. Now Theorem 24.5.3, suitably modified to apply to manifolds with boundary, implies that there is a homomorphism

$$
j_{1}: K\left(T^{*} X\right) \rightarrow K\left(T^{*} V\right)=\mathbf{Z}
$$

such that $j_{1} a=x^{2 m}[\operatorname{ch} a \cdot \operatorname{td} \eta]$ where $m$ is the dimension of $X$ and $\eta$ is the tangent $\mathbf{G L}(m, \mathrm{C})$-bundle of $T^{*} X$. By $25.3(5)$ the homomorphism $j_{1}$ coincides with the homomorphism $\gamma: K\left(T^{*} X\right) \rightarrow \mathbf{Q}$. Note in particular that $\gamma$ always takes integer values, so that for applications of the AtiyarSinger index theorem to integrality theorems (26.2; Mayer [1]) the full proof is not needed.

It remains to prove that the homomorphism $j_{1}$ coincides with the analytic index $\tau: K\left(T^{*} X\right) \rightarrow Z$. The first part of the proof consists in
extending the definition of $\tau$ to apply to operators on non-compact manifolds $U, V$. This is done by Seeley [1]. The result is a diagram of homomorphisms

in which $U$ is a tubular neighbourhood of $X$ in $V$, the $\varphi_{1}$ are Тном isomorphisms (see 24.5) and $r^{1}$ is induced by the map $T^{*} V \rightarrow T^{*} U$ which collapses everything outside $T U$ to a point. The second and difficult part of the proof consists in proving that each of the squares in this diagram is commutative.

The techniques involved in this proof have been extended by Atiyah to give generalisations of the Atiyaf-Singer index theorem which apply to manifolds with boundary (Аtiyah-Bott [2]), to families of elliptic operators (Shif [2]), and to actions of compact Lie groups on differentiable manifolds (Atiyah-Singer [2], [5]).
25.6. The latter development can be described briefly as follows. Let $X$ be a compact space, and $G$ a compact Lie group which acts on $X$. Then a $G$-vector bundle over $X$ consists of a complex vector bundle $E$ over $X$ together with a $G$-action on $E$, commuting with the projection $E \rightarrow X$, given by linear maps $g: E_{x} \rightarrow E_{s x}$ for all $g \in G, x \in X$. The definitions of 24.1 can be imitated in this case to give a Grothendieck ring $K_{G}(X)$ "of $G$-vector bundles over $X$ ". In the special case when $G$ consists only of the identity element, $K_{G}(X)$ coincides with $K(X)$. When $X$ is a point, $K_{G}(X)$ is the representation ring $R(G)$ of $G$. If $Y$ is a $G$-stable closed subspace of $X$ then the relative group $K_{G}(X, Y)$ is defined. Note that the groups $K_{G}(X), K_{G}(X, Y)$ depend not only on $G, X, Y$ but also on the particular action of $G$ on $X$. The results in $K$-theory mentioned in § 24 all have analogues (due to Atiyah and Segal) in $K_{G}$-theory.

Now suppose that $X$ is a compact differentiable manifold, and that $G$ acts differentiably on $X$. If $E$ is a differentiable $G$-vector bundle over $X$ (that is, both $E$ and the action of $G$ on $E$ are differentiable) there is an action of $G$ on the space $\Gamma(E)$ of differentiable sections of $E$ defined by

$$
(g s)(x)=g \cdot s\left(g^{-1} x\right), \quad g \in G, s \in \Gamma(E), x \in X
$$

Let $E, F$ be differentiable $G$-vector bundles over $X$ and

$$
D: \Gamma(E) \rightarrow \Gamma(F)
$$

an elliptic differential operator compatible with the action of $G$. Then $G$ acts linearly on the finite dimensional vector spaces $\operatorname{ker} D$ and coker $D$.

The analytic index of $D$ is the element $\tau(D)$ of the representation ring $R(G)$ of $G$ defined by

$$
\tau(D)=\operatorname{ker} D-\operatorname{coker} D
$$

When $G$ consists of the identity element, $R(G)=\mathbf{Z}$ and this definition coincides with 25.2 (4).

On the other hand it is possible to define a topological index $\gamma(D) \in R(G)$ which reduces to that defined in 25.3 when $G$ is the identity. The definition involves, not only the symbol of $D$ and the Pontrjagin classes of $X$, but also the fixed point sets $X^{g}$ of elements $g \in G$.

The second proof of the Atiyah-Singer index theorem (25.5) can be given in terms of $K_{G}$-theory, and then shows that $\tau(D)=\gamma(D)$ for every elliptic differential operator $D$ compatible with the action of $G$. There is a. $G$-invariant metric on $X$, and hence a $G$-action on the disc bundle $B(X)$ for which $S(X)$ is a $G$-stable subspace. The elliptic integral, or "pseudo-differential", operators of Seeley are used to define homomorphisms

$$
\begin{aligned}
& \tau: K_{G}(B(X), S(X)) \rightarrow R(G), \\
& \gamma: K_{G}(B(X), S(X)) \rightarrow R(G),
\end{aligned}
$$

which are then proved to coincide.
Consider the special case in which $G$ is a cyclic group, and in which the generator $g: X \rightarrow X$ has only simple fixed points [a fixed point $x \in X$ is simple if $\operatorname{det}\left(1-d g_{x}\right) \neq 0$, where $d g_{x}$ is the induced map on the tangent space to $X$ at $x$; this implies that $x$ is an isolated fixed point]. In this special case the formula $\tau(D)=\gamma(D)$ is also given by a "Lefschetz fixed point formula" (Atiyah-Bott [4]). The latter theorem, which is proved by quite different methods, applies to more general maps $f: X \rightarrow X$ (again with only simple fixed points, but not necessarily the generator of a cyclic group acting on $X$ ). As in 25.4, applications follow by considering particular differential operators $D$. Thus the operator of 25.4a) gives a theorem, on the fixed points of a holomorphic map $f: V \rightarrow V$ of a compact complex manifold $V$, which is analogous to R-R. The operator of 25.4 b ) gives 1) a theorem analogous to the Hirzebruch index theorem, and 2) the original Lefschetz fixed point formula, for a compact oriented differentiable manifold. Full details of these results, with a sketch of the proof of the general formula, can be found in Atiyah-Bott [4].

## §26. Integrality theorems for differentiable manifolds

26.1. The Atiyah-Singer index theorem implies in particular [25.4 a)] that the $T$-characteristic $T\left(V_{n}, \eta\right)$ of a complex analytic $\mathbf{G L}(q, \mathbf{C})$-bundle $\eta$ over a compact complex manifold $V_{n}$ is an integer.

This is a special case of a more general theorem for continuous $\mathbf{G L}(q, \mathbf{C})$-bundles over compact oriented differentiable manifolds.

Let $\left\{A_{k}\left(p_{1}, \ldots, p_{k}\right)\right\}$ be the multiplicative sequence with characteristic power series $Q(z)=\frac{2 \sqrt{z}}{\sinh 2 \sqrt{z}}$ defined in 1.6. The power series $\frac{\frac{1}{2} \sqrt{z}}{\sinh \frac{1}{2} \sqrt{z}}$ defines a multiplicative sequence $\left\{\hat{A}_{j}\left(p_{1}, \ldots, p_{j}\right)\right\}$ with $A_{j}=2^{4 j} \bar{A}_{j}$.

Throughout this paragraph we assume that $X$ is a compact oriented differentiable manifold of dimension $m$ with Pontrjagin classes $p_{i}$.

Theorem 26.1.1. Let $d$ be an element of $H^{2}(X, Z)$ whose reduction mod2 is the Whitney class $w_{2}(X)$, and $\eta$ a continuous $\mathbf{G L}(q, \mathbf{C})$-bundle over $X$. Then

$$
\hat{A}\left(X, \frac{1}{2} d, \eta\right)=\chi^{m}\left[e^{\frac{1}{2} d} \cdot \operatorname{ch} \eta \cdot \sum_{i=0}^{\infty} A_{j}\left(p_{1}, \ldots, p_{j}\right)\right]
$$

is an integer.
Remark: Since $X$ is oriented, $w_{2 i+1}(X)$ is the reduction modulo 2 of an integral Stiefel-Whitney class $W_{2 i+1}(X)$. The exact sequence $\mathbf{0} \rightarrow \mathbf{Z} \rightarrow \mathbf{Z} \rightarrow \mathbf{Z}_{\mathbf{2}} \rightarrow \mathbf{0}$ defines a cohomology coboundary homomorphism $\delta$ such that $\delta w_{2 i}(X)=W_{2 i+1}(X)$. Hence there is an element $d \in H^{2 i}(X, Z)$ whose restriction modulo 2 is $w_{2 i}(X)$ if and only if $W_{2 i+1}(X)=0$. In particular Theorem 26.1.1 can be applied only if $W_{3}(X)=0$.

If $m$ is odd then $A\left(X, \frac{1}{2} d, \eta\right)=0$. It is therefore sufficient to prove Theorem 26.1.1 when $m$ is even. In 26.3-26.5 we give references to three proofs of 26.1.1. We first note two important special cases which have been proved already in 24.5.

1) Let $X$ be an almost complex manifold with tangent $\mathbf{G L}(n, \mathbf{C})$ bundle $\theta$ and $\eta$ a continuous $\mathbf{U}(q)$-bundle over $X$. Let $d=c_{1}(\theta)$ and $p_{i}=p_{i}(\varrho(\theta))$. Then equation 1.7 (12) shows that

$$
\operatorname{td} \theta=e^{\frac{1}{2} d} \sum_{j=0}^{\infty} \hat{A}_{j}\left(p_{1}, \ldots, p_{j}\right)
$$

and therefore $\hat{A}\left(X, \frac{1}{2} d, \eta\right)=T(X, \eta)$. Since the reduction of $c_{1}(\theta)$ modulo 2 is $w_{2}(X)$, Theorem 26.1.1 implies Theorem 24.5.4: the Todd characteristic $T(X, \eta)$ is an integer.
2) Let $\eta$ be a continuous $\mathbf{U}(q)$-bundle over the $2 n$-dimensional sphere $\mathbf{S}^{2 n}$. The Pontrjagin classes $p_{i}\left(\mathbf{S}^{2 n}\right)$ are zero for $i>0$ (see 7.2.1) and therefore $\hat{A}\left(\mathbf{S}^{2 n}, 0, \eta\right)=\boldsymbol{\varkappa}^{2 n}[\mathrm{ch} \eta]=\left(\mathrm{ch}_{n} \eta\right)\left[\mathbf{S}^{2 n}\right]$. Thus 26.1.1 implies Theorem 24.5.2: $\left(\mathrm{ch}_{n} \eta\right)\left[\mathrm{S}^{2 n}\right]$ is an integer.
26.2. The integrality theorem (26.1.1) is itself a special case of a "non-stable" integrality theorem due to Mayer [1]. Let $\boldsymbol{\xi}$ be a $\mathbf{S O}(k)$-bundle over $X$ with $k=2 s$ or $2 s+1$ and consider a formal factorisation $p(\xi)=\prod_{i=1}^{s}\left(1+y_{i}^{2}\right)$.

Theorem 26.2.1 (Mayer [1]). Let $d$ be an element of $H^{2}(X, Z)$ whose reduction mod 2 is $w_{2}(X)+w_{2}(\xi)$, and $\eta$ a continuous $\mathbf{G L}(q, \mathbf{C})$-bundle over X. Then

$$
2^{s} \varkappa^{m}\left[e^{\frac{1}{2} d} \cdot \operatorname{ch} \eta \cdot \prod_{i=1}^{s} \cosh \left(\frac{1}{2} y_{i}\right) \cdot \sum_{i=0}^{\infty} A_{j}\left(p_{1}, \ldots, p_{j}\right)\right]
$$

is an integer.
In certain cases Theorem 26.2.1 can be improved by a factor of two (MAYER [1]). The corollaries of 26.2.1 include
I) if $\xi$ is the zero bundle, Theorem 26.1.1;
II) if $k=m$ and $\xi$ is the tangent bundle of $X$, the integrality of the L-genus (see 1.5 and 8.2);
III) if $\xi$ is the normal bundle of an embedding or immersion of $X$ in $\mathbf{S}^{m+k}$, the non-embedding theorems of Atiyaf-Hirzebruch [2] and the non-immersion theorems of Sanderson-Schwarzenberger [1].

The proof of 26.2 .1 is by an application of the Atiyah-Singer index theorem and is outlined in 26.3.
26.3. Let $X$ be a compact oriented differentiable manifold of dimension $m=2 n$, and $W$ a complex vector bundle over $X$ associated to a $\mathbf{U}(q)$-bundle $\eta$. If $\operatorname{Spin}(2 n)$ is the universal covering group of $\mathbf{S O}(2 n)$ there is an exact sequence

$$
1 \rightarrow Z_{2} \rightarrow \operatorname{Spin}(2 n) \xrightarrow{\lambda} \mathbf{S O}(2 n) \rightarrow 1 .
$$

The tangent bundle of $X$ is an element ${ }_{\mathbf{R}} \theta \in H^{1}\left(X, \mathbf{S O}(2 n)_{c}\right)$. It can be shown that there is an exact sequence of cohomology sets with distinguished elements with coboundary map $\delta: H^{1}\left(X, \mathrm{SO}(2 n)_{c}\right) \rightarrow H^{2}\left(X, Z_{2}\right)$ such that $\delta\left({ }_{\mathrm{R}} \theta\right)=w_{2}(X)$. Therefore ${ }_{\mathrm{R}} \theta$ is associated to a Spin $(2 n)$-bundle if and only if $w_{2}(X)=0$ (Borel-Hirzebruch [1], § 26.3).

Suppose that $w_{2}(X)=0$. Then it is possible, using the two irreducible spinor representations of Spin ( $2 n$ ), to construct complex vector bundles $W^{+}, W^{-}$and an elliptic differential operator (the Dirac operator; see Palais [1]) $D: \Gamma\left(W^{+}\right) \rightarrow \Gamma\left(W^{-}\right)$such that $\gamma(D)=\hat{A}(X, 0, \eta)$. By the Atiyar-Singer index theorem $\gamma(D)$ is an integer. This gives the following special case of Theorem 26.1.1.

Theorem 26.3.1. Let $X$ be a compact oriented differentiable manifold of dimension $2 n$ with $w_{2}(X)=0$. Let $\eta$ be a continuous $\mathrm{U}(q)$-bundle over $X$ and $d \in H^{2}(X, Z)$. Then $\hat{A}(X, d, \eta)$ is an integer.

Proof: There is a $\mathbf{U}(1)$-bundle $\xi$ with $c_{1}(\xi)=d$ (see 3.8). Then $\hat{A}(X, d, \eta)=\hat{A}(X, 0, \xi \otimes \eta)$ is an integer by the above argument.

Corollary: If $w_{2}(X)=0$ then the $\hat{A}$-genus of $X$ is an integer.
The proofs of 26.1 .1 and 26.2 .1 are similar. Let $\lambda_{2 n}: \operatorname{Spin}(2 n+2) \rightarrow$ $\rightarrow \mathbf{S O}(2 n+2)$ and $\lambda_{2 n+k}: \operatorname{Spin}(2 n+k+2) \rightarrow \mathbf{S O}(2 n+k+2)$ be the

2-fold covering maps and put
$\mathbf{G}_{2 n}=\lambda_{\mathbf{2 n}}^{-1}(\mathbf{S O}(2 n) \times \mathbf{S O}(2)), \mathbf{G}_{2 n, k}=\lambda_{2 n+k}^{1 \mathbf{1}}(\mathbf{S O}(2 n) \times \mathbf{S O}(k) \times \mathbf{S O}(2))$.
Then $\mathbf{G}_{\mathbf{2 n}}$ is isomorphic to the complex spinor group $\operatorname{Spin}^{c}(2 n)$ defined in Atiyah-Bott-Shapiro [1] (see also Hirzebruch, A Riemann-Roch theorem for differentiable manifolds, Séminaire Bourbaki, 11 (1958/59) and Mayer [1]). There is an exact sequence

$$
1 \rightarrow \mathbf{U}(1) \rightarrow \mathbf{G}_{2 n} \rightarrow \mathbf{S O}(2 n) \rightarrow \mathbf{1}
$$

and the tangent bundle ${ }_{\mathbf{R}} \theta$ of $X$ is associated to a $\mathbf{G}_{2 n}$-bundle if and only if $w_{2}(X)$ is the reduction $\bmod 2$ of an integral class $d \in H^{2}(X, Z)$. The proof of Theorem 26.1.1 now proceeds similarly to that of 26.3 .1 but using the irreducible representations of $\mathbf{G}_{2 \boldsymbol{n}}$. Similarly $\mathbf{R}^{\boldsymbol{\theta}} \oplus \boldsymbol{\xi}$ is associated to a $\mathbf{G}_{2 n, k}$-bundle if and only if $w_{2}(X)+w_{2}(\xi)$ is the reduction mod2 of an integral class, and the proof of Theorem 26.2.1 proceeds using the irreducible representations of $\mathbf{G}_{2 n, k}$.

Alternatively, 26.1.1 and 26.2.1 can be proved by a direct application of 26.3 .1 to a certain fibre bundle over $X$ (Roberts [1]).

In certain cases Theorems 26.2 .1 and 26.3 .1 can be improved by a factor of two. The following theorem, due originally to AtiyarHirzebruch [1], generalises a theorem of Rohlin [1]. A proof using complex spinor representations and the Atiyah-Singer index theorem has been given by Mayer [1] (see also Palais [1]).

Theorem 26.3.2. Let $X$ be a compact oriented differentiable manifold with $\operatorname{dim} X \equiv 4 \bmod 8$ and $w_{2}(X)=0$. Let $\xi$ be a continuous $\mathbf{O}(k)$-bundle over $X$. Then $\boldsymbol{A}(X, 0, \psi(\xi))$ is an even integer.
26.4. A second proof of Theorem 26.1.1 can be found in Parts II and III of Borel-Hirzebruch [1]. In this approach Theorem 26.1.1 is deduced from the integrality of the Todd genus (Theorem 24.5.4). A proof of the integrality of the Todd genus except for powers of two is given in 14.3; it depends essentially on the index theorem (8.2.2) and hence on cobordism theory. Another direct proof of the integrality of the Todd genus has been given by Milnor [3]: it involves the complete determination of the complex cobordism ring (see the bibliographical note to Chapter Three) showing that for each almost complex manifold we can find an algebraic manifold with the same Chern numbers. By R-R the Todd genus is then an integer also for almost complex manifolds.
26.5. A more direct proof of the integrality theorems is due to Atiyah-Hirzebruch [1]. As was remarked in 25.5 it is not necessary to apply the full Atiyah-Singer theorem; the method of 24.5 is sufficient.

Every $m$-dimensional differentiable manifold can be embedded in $\mathbf{S}^{\mathbf{2 m}}$. Theorem 24.5.2 implies that $\left(\mathrm{ch}_{m} b\right)\left[\mathbf{S}^{2 m}\right]$ is an integer for all $b \in K\left(\mathbf{S}^{2 m}\right)$. Therefore 26.1.1 is a consequence of 24.5.2 and the following generalisation of 24.5.3:

Theorem 26.5.1. Let $X, Y$ be compact connected oriented differentiable manifolds with $\operatorname{dim} Y-\operatorname{dim} X=2 N$ and let $j: X \rightarrow Y$ be an embedding. Let $d \in H^{2}(Y, Z)$ be an element whose reduction $\bmod 2$ is $w_{2}(X)-j^{*} w_{2}(Y)$. Then for each element $a \in K(X)$ there exists an element $j_{1} a$ such that
$\operatorname{ch} j_{1} a \cdot \sum_{i=0}^{\infty} A_{i}\left(p_{1}(Y), \ldots, p_{i}(Y)\right)=j_{*}\left(\operatorname{ch} a \cdot e^{\frac{1}{2} d} \sum_{i=0}^{\infty} A_{i}\left(p_{1}(X), \ldots, p_{i}(X)\right)\right)$
where $j_{*}: H^{*}(X, \mathbf{Q}) \rightarrow H^{*}(Y, \mathbf{Q})$ is the Gysin homomorphism.
Let $v$ be the normal $\mathbf{S O}(2 N)$-bundle of $X$ in $Y$. The reduction $\bmod 2$ of $d$ is $w_{2}(\nu)$ and (1) can be written

$$
\begin{equation*}
\operatorname{ch} j_{1} a=j_{*}\left(\operatorname{ch} a \cdot\left(e^{-\frac{1}{2} d} \sum_{i=0}^{\infty} \hat{A}_{i}\left(p_{1}(v), \ldots, p_{i}(v)\right)\right)^{-1}\right) . \tag{*}
\end{equation*}
$$

Let $B$ and $S$ be the unit disc and unit sphere bundles associated to $v$ and identify $B$ with a tubular neighbourhood of $X$ in $Y$. There is a map $r: Y \rightarrow B / S$ obtained by collapsing the complement of $B-S$ in $Y$ to a point, and hence a homomorphism $r^{\prime}: K(B, S) \rightarrow K(Y)$. To construct an element $j_{!} a \in K(Y)$ which satisfies ( $1^{*}$ ) it is sufficient to construct an element $b \in K(B, S)$ such that

$$
\operatorname{ch} b=\varphi_{*}\left(\left(e^{-\frac{1}{2} d} \sum_{i=0}^{\infty} \hat{A}_{i}\left(p_{1}(\nu), \ldots, p_{i}(\nu)\right)\right)^{-1}\right)
$$

where $\varphi_{*}: H^{i}(X, \mathbf{Q}) \rightarrow H^{i+2 N}(Y, \mathbf{Q})$ is the Thom isomorphism (24.3). The existence of $b$ is proved by means of the representations of $\operatorname{Spin}^{c}(2 N)$ mentioned already in 26.3 .

The same method applied to the Grothendieck ring of real vector bundles yields the original proof of Theorem 26.3.2. Theorem 26.5.1 can also be generalised to give:

Theorem 26.5.2 (Atiyah-Hirzebruch [1]). Let $X, Y$ be compact connected oriented differentiable manifolds with $\operatorname{dim} X \equiv \operatorname{dim} Y \bmod 2$. Let $f: X \rightarrow Y$ be a continuous map, and $d \in H^{2}(X, Z)$ an element whose reduction $\bmod 2$ is $w_{2}(X)-f^{*} w_{2}(Y)$. Then for each element $a \in K(X)$ there exists an element $f_{1} a \in K(X)$ such that
$\operatorname{ch} f_{1} a \cdot \sum_{i=0}^{\infty} \hat{A}_{i}\left(p_{1}(Y), \ldots, p_{i}(Y)\right)=f_{*}\left(\operatorname{ch} a \cdot e^{\frac{1}{2} d} \cdot \sum_{i=0}^{\infty} A_{i}\left(p_{1}(X), \ldots, p_{i}(X)\right)\right)$
where $f_{*}: H^{*}(X, Q) \rightarrow H^{*}(Y, \mathbf{Q})$ is the Gysin homomorphism.

Proof: Factorise $f$ as the composition of an embedding $X \rightarrow Y \times \mathbf{S}^{2 N}$ and a product projection $Y \times \mathbf{S}^{2 N} \rightarrow Y$. The theorem is true for the embedding (26.5.1) and for the projection (24.5.1). Hence it is true for $f$.

In the special case in which $X, Y$ are connected almost complex manifolds and $d=c_{1}(X)-f^{*} c_{1}(Y)$, Theorem 26.5.2 gives the following differentiable analogue of G-R-R: for each element $a \in K(X)$ there exists an element $f_{1} a \in K(Y)$ such that

$$
\operatorname{ch} f_{1} a \cdot \operatorname{td}(Y)=f_{*}(\operatorname{ch} a \cdot \operatorname{td}(X)) .
$$
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Where no other reference is given the material in this appendix is based either on the appendix to the second German edition or on one of the following mimeographed lecture notes: Lectures on characteristic classes, Princeton 1957, by J. Milnor; Lectures on $K(X)$, Harvard 1962, by R. Bott; Topology seminar, Harvard 1962, lectures by M. F. Atiyah, R. Bott and I. M. Singer; Seminar, Bonn 1963, lectures by F. Hirzebruch, E. Brieskorn, K. Lamotke and K. H. Mayer; Seminar on the Atiyah-Singer index theorem, Institute for Advanced Study, Princeton 1964, lectures by A. Borel, R. Palais and R. Solovay; Lectures on K-theory, Harvard 1965, by M. F. Atiyah; Equivariant K-theory, Oxford 1965, by M. F. Atiyah and G. B. Segal. An excellent survey of much of the work described in this appendix is given in a series of reviews by Botr [especially Math. Rev. 22, 171-174 (1961); 22, 1153-1155 (1961) and 28, 129-130 (1964)].

The Atiyah-Singer index theorem for actions of a compact Lie group G, and the Atiyah-Bott fixed point formula, have been mentioned briefly in 25.6. Until complete published versions become available, the following temporary references will be found useful: Atiynh-Botr [3] and a lecture by Botr in the Séminaire Bourbaki, 18 (1965/66). In addition the notes Equivariant K-theory give the explicit construction of the topological index $\gamma(D)$ in the case that $G$ is a torus or cyclic group, with remarks on the definition for an arbitrary compact Lie group. A survey lecture by Hirzebruch (Elliptische Differentialoperatoren auf Mannigfaltigkeiten, Weierstrass Festband, Westdeutscher Verlag, Opladen 1966) states the theorems for differentiable maps $f: X \rightarrow X$ in the two cases: $f$ has only simple fixed points (fixed point formula; see 25.6) and $f$ has finite order (index theorem for $G$ cyclic). The main part of the lecture contains applications when $V_{n}$ is a compact complex manifold, $f: V \rightarrow V$ is a holomorphic map, $K$ is the canonical line bundle, and $f^{(n)}: H^{\prime}\left(V, K^{r}\right) \rightarrow H^{d}\left(V, K^{r}\right)$ is the homomorphism induced by $f$. The above theorems then give an explicit formula, in terms of the characteristic classes of $V$ and the fixed point set of $f$, for the complex number

$$
\chi\left(V, K^{r}, f\right)=\sum_{i=0}^{n}(-1)^{i} \operatorname{trace} f^{(i)}
$$

which reduces to the Riemann-Roch theorem $\chi\left(V, K^{r}\right)=T\left(V, K^{r}\right)$ when $f$ is the identity. An application, due jointly to Atiyah, Bott and Hirzebruch, is sketched in which $M$ is a bounded homogeneous symmetric domain, and $\Delta$ is a group satisfying properties (a), (b) of 22.2. The formula for $\chi\left(V, K^{r}, f\right)$ is applied with $V=M \mid \Gamma$ where $\Gamma$ is a subgroup of $\Delta$ given by Theorem 22.2.2. The method of 22.3 is then used to compute the dimension $\Pi_{r}(M, \Delta)$ of the space of automorphic forms of weight $r$. The results agree with those originally proved by Langlands [1], and reduce to those given in 22.3 when $\Delta$ acts freely on $M$; for this see AtiyahBott [4], Atiyah-Segal [1], Atiyah-Singer [2], [5], Hirzebruch [7].

## Appendix Two

## A spectral sequence for complex analytic bundles

by Armand Borel

The spectral sequence to be discussed here relates the $\delta$-cohomology of the total space, the base space and the typical fibre of a complex fibre bundle with compact connected fibres. In addition to the usual fibre- and base-degrees, it carries a bigrading stemming from the type of differential forms. The precise statement is given in 2.1, the proof in Sections 3 to 6. The latter proceeds along more or less expected lines, albeit in a rather cumbersome notation, one point of interest however being the exactness of the sequence 3.7 (4), which is essentially a consequence of smoothness properties of a Green operator. The main applications of 2.1 given here concern the multiplicative behaviour of the $\chi_{y}$-genus (8.1) and the $\delta$-cohomology of the Calabi-Eckmann manifolds (9.5).

Familiarity with spectral sequences of fibre bundles is assumed. As to the rest, we follow the notation and conventions of this book, with some minor deviations to be mentioned explicitly. References to sections of this paper are in ordinary type; those to other sections of this book in boldface.

This is a revised version of a paper written in 1953, quoted in the bibliography of the first edition of this book, but not published.

## § 1. Preliminaries

1.1. Manifolds are Hausdorff and paracompact; smooth means differentiable of class $C^{\infty}$. The sheaves on a manifold $M$ are always $C_{b}(M)$ modules, [where $C_{b}(M)$ is the sheaf of germs of smooth complex valued functions on $M$ ], and tensor products of sheaves are over $C_{b}(M)$.
1.2. Let $M$ be a complex manifold, $W$ a complex vector bundle over $M$, and $\mathfrak{F}$ the sheaf of germs of smooth sections of $W$. Then $A_{M}^{p, q}(W)$ denotes the space of smooth exterior differential forms on $M$, of type $(p, q)$, with coefficients in $W$ (see 15.4), and $\mathscr{A}_{M}^{p, q}(W)$ is the sheaf of germs of such forms. If $W=1$ is the trivial bundle $M \times C$, then we omit $(W)$ in the preceding notation. We have

$$
\begin{equation*}
\mathfrak{A}_{\boldsymbol{M}}^{p, q}(W) \cong \mathfrak{W} \otimes \mathscr{A}_{\boldsymbol{M}}^{p, q}, \quad A_{\boldsymbol{M}}^{p, q}(W) \cong \Gamma\left(\mathfrak{A}_{\boldsymbol{M}}^{p, q}(W)\right) . \tag{1}
\end{equation*}
$$

$A_{M}^{i}(W)$ denotes the sum of the $A_{M}^{p, q}(W)$, where $p+q=i, A_{M}(W)$ the sum of the $A_{M}^{i}(W)$, and similarly for the corresponding sheaves.

Let $U$ be an open subset of $M$ over which $W$ may be (and has been) identified with the trivial bundle $U \times \mathbf{C}_{d}$. We recall that $A^{p, q}\left(\left.W\right|_{V}\right)$ is canonically identified to the set of $d$-ples of ordinary exterior differential $(p, q)$-forms on $U$. If $\omega \in A_{\dot{V}, q}^{p,}\left(\left.W\right|_{\sigma}\right)$ corresponds to ( $\omega_{1}, \ldots, \omega_{d}$ ), then $\delta \omega$ corresponds to $\left(\delta \omega_{1}, \ldots, \delta \omega_{d}\right)$. Assume moreover that $U$ is a coordinate neighbourhoopd, with local coordinates $z_{1}, \ldots, z_{n}$. For a subset $I=\left\{i_{1}, \ldots, i_{k}\right\}$ of $\{1, \ldots, n\}$, we put

$$
d z_{I}=d z_{i_{1}} \wedge \cdots \wedge d z_{i_{k}}, \quad d \bar{z}_{I}=d{\overline{i_{i}}}_{i_{1}} \wedge \cdots \wedge d \bar{z}_{i_{k}}
$$

Then the above form $\omega_{i}$ may be written uniquely

$$
\begin{equation*}
\omega_{i}=\sum_{I, J} f_{i, I, J} \cdot d z_{I} \wedge d \bar{z}_{J} \tag{2}
\end{equation*}
$$

where $I$ (resp. $J$ ) runs through the subsets of $p$ (resp. $q$ ) elements of $\{1, \ldots, n\}$, and $f_{i, I, J}$ is a smooth complex valued function on $U$.
1.3. The direct sum of the spaces $H^{p, q}(M)$ [resp. $H^{p, q}(M, W)$, see 15.4] is denoted $H_{\bar{\partial}}(M)$ [resp. $H_{\bar{\jmath}}(M, W)$ ], and $h^{p, q}$ or $h^{p, q}(M)$ [resp. $h^{p, q}(W)$ or $\left.h^{p, q}(M, W)\right]$ is the dimension of $H^{p, q}(M)$ [resp. $H^{p, q}(M, W)$ ]. The space $H_{z}(M)$ is in a natural way an anticommutative bigraded algebra. If $W=M \times F$ is a trivial bundle, then $H_{\bar{\jmath}}(M, W) \cong H_{\bar{\jmath}}(M) \otimes F$, as follows directly from the definitions.
1.4. Let now $M$ be compact. The spaces $H^{p, q}(M, W)$ are then finite dimensional (15.4.2). Let further $G$ be a Lie group operating continuously on $M$, by means of bi-holomorphic transformations, and let $\varphi: G \rightarrow \mathrm{Aut} M$ be the map defined by this action. Then $\varphi$ induces a continuous representation $\varphi^{0}$ of $G$ into $H^{p, q}(M)$. If $M$ is kählerian, then $\varphi^{0}$ is constant on each connected component of $G$; in fact, in this case, $H_{\bar{\gamma}}(M)$ may be canonically identified with the usual cohomology algebra $H^{*}(M, \mathrm{C})$ of $M$ (see e.g. Weil [2], Chap. IV), by an isomorphism which clearly commutes with the natural representations of $G$ in $H_{\delta}(M)$ and $H^{*}(M, \mathbf{C})$; our assertion is then a consequence of the homotopy axiom. In the non-kählerian case however, this need not be true, as is shown by an example of Kodarra [cf. Gugenheim and Spencer, Proc. A. M. S. 7 (1956), 144-152].
1.5. Let $\xi=(E, B, F, \pi)$ be a complex analytic bundle (3.2), where $E$ is the total space, $B$ the base space, $F$ the standard fibre and $\pi: E \rightarrow B$ the projection map. We assume $F$ to be compact connected. By definition (loc. cit.) the structure group $G$ of $\boldsymbol{\xi}$ is a complex Lie group, acting on $F$ by means of a holomorphic $\operatorname{map} \psi: G \times F \rightarrow F$. Let $\xi$ be defined by means of the transition functions $\dot{f}_{\alpha \beta}: U_{\alpha} \cap \dot{U}_{\beta} \rightarrow G$, where $\left(U_{\alpha}\right)_{\alpha \in \mathscr{A}}$ is a suitable covering of $B$. It is clear that $\bigcup_{b \in B} H^{p, q}\left(F_{b}\right),\left(F_{b}=\pi^{-1}(b)\right.$, $b \in B)$, is in a natural way the total space of a smooth vector bundle over $B$, whose transition functions $f_{\alpha \beta}^{0}$ are obtained by composing the
$f_{\alpha \beta}$ with the given representation $\varphi^{0}$ of $G$ in $\mathbf{G L}\left(H^{p, q}(F)\right)$. This bundle is denoted $\mathbf{H}^{p, q}(F)$, and $\mathbf{H}_{\bar{f}}(F)$ is the direct sum of the $\mathbf{H}^{p, q}(F)$.

If $\varphi^{0}$ is constant on the connected components of $G$, in particular if $F$ is kählerian, then $\mathbf{H}_{\bar{\partial}}(F)$ is a holomorphic complex vector bundle over $B$ (with locally constant transition functions).

In fact, the $f_{\alpha \beta}^{0}$ are then locally constant functions, hence may be viewed as holomorphic maps of $U_{\alpha} \cap U_{\beta}$ into $\mathbf{G L}\left(H_{\bar{\delta}}(F)\right)$.

## § 2. The spectral sequence

2.1. Theorem. Let $\xi=(E, B, F, \pi)$ be a complex analytic fibre bundle, where $E, B, F$ are connected and $F$ is compact. Let $W$ be a complex vector bundle on $B$, and $\hat{W}=\pi^{*} W$ its inverse image on $E$. Assume that every connected component of the structure group $G$ of $\xi$ acts trivially on $H_{\bar{z}}(F)$. Then there exists a spectral sequence $\left(E_{r}, d_{r}\right),(r \geqq 0)$, with the following properties:
(i) $E_{r}$ is 4-graded, by the fibre-degree, the base-degree and the type. Let ${ }^{p, q} E_{r}^{s, t}$ be the subspace of elements of $E_{r}$ of type ( $p, q$ ), fibre-degree $s$, base degree $t$. We have ${ }^{p, q} E_{i}^{s, t}=0$ if $p+q \neq s+t$, or if one of $p, q, s, t$ is $<0$. The differential $d_{r}$ maps ${ }^{p, q} E_{r}^{s, t}$ into ${ }^{p, q+1} E_{r}^{s+r, t-r+1}$.
(ii)_If $p+q=s+t$, we have

$$
{ }^{p, q} E_{2}^{s, t} \cong \sum_{i \geqq 0} H^{i, s-i}\left(B, W \otimes \mathbf{H}^{p-i, q-s+1}(F)\right)
$$

(iii) The spectral sequence converges to $H_{\bar{\delta}}(E, \hat{W})$. For all $p, q \geqq 0$, we have

$$
\operatorname{Gr} H^{p, q}(E, \dot{W})=\sum_{s+t=p+q} p, q E_{\infty}^{s, t},
$$

for a suitable filtration of $H^{p, q}(E, \hat{W})$.
(iv) If $W=1$, then $\left(E_{r}, d_{r}\right)$ consists of differential anticommutative algebras, and the isomorphism of (iii) is compatible with the products.
2.2. Remarks. (1) Under our assumption on $G$, the bundle $H_{\bar{z}}^{( }(F)$ is holomorphic so that (ii) makes sense. This condition is automatically fulfilled if $F$ is kählerian (1.4).
(2) 2.1 (ii) shows that $E_{2}$ has a 4 -grading which is finer than the one mentioned in 2.1 (i), namely the 4 -grading given by the type of differential forms on $B$ and on $F$. The proof will show that this 4 -grading is also present in $E_{0}, E_{1}$.

Since ${ }^{p, q} E_{r}^{s, t}=0$ unless $p+q=s+t$, the superscript $t$ is in fact redundant and it would be more correct to say that the spectral sequence is trigraded by the type $(p, q)$ and $s$, where $s$ will turn out to be the degree associated to the filtration underlying the spectral sequence. The total degree is of course $p+q$. The degree $t$ has been added however to bring closer the analogy with the usual spectral sequence of fibre bundles, but it will be omitted in $\S \S 4,5,6$.

## § 3. Auxiliary sheaves and exact sequences

3.1. Until $\S 6$ inclusive, $\xi, W, \hat{W}, G$ are as in $2.1, \mathfrak{W}$ is the sheaf of germs of smooth sections of $W$, and $C_{b}$ stands for $C_{b}(B)$. We remark however that no assumption about the action of $G$ on $H_{\delta}(F)$ is needed before 6.1.
$\mathscr{U} l=\left(U_{\alpha}\right)_{\alpha \in \mathscr{A}}$ is a locally finite open covering of $B$ by coordinate neighbourhoods over which $W$ and $\xi$ are trivial. We let

$$
\varphi_{\alpha}:\left.W\right|_{U_{\alpha}} \rightarrow U_{\alpha} \times \mathbf{C}_{m} \quad \text { and } \quad \psi_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times F, \quad(\alpha \in \mathscr{A})
$$

be allowable trivialisations and

$$
\varphi_{\alpha \beta}: U_{\alpha} \cap U_{\beta} \rightarrow \mathbf{G L}(m, \mathbf{C}) \quad \text { and } \quad \psi_{\alpha, \beta}: U_{\alpha} \cap U_{\beta} \rightarrow G, \quad(\alpha, \beta \in \mathscr{A}),
$$

be the corresponding transition functions.
For every $z \in U_{\alpha} \cap U_{\beta}$, the map $\psi_{\alpha \beta}(z)$ induces an automorphism of $A_{F}$, to be denoted sometimes by $\psi_{\alpha \beta}^{\prime}(z)$.
$\left(z_{1}^{\alpha}, \ldots, z_{n}^{\alpha}\right)$ is a set of local coordinates on $U_{\alpha}$, and $\eta_{\alpha \beta}$ is the change of local coordinates in $U_{\alpha} \cap U_{\beta}(\alpha, \beta \in \mathscr{A})$.
3.2. Let $\varphi$ be the complex tangent vector bundle along the fibres of $\boldsymbol{\xi}$ (Borel-Hirzebruch [1], §7.4). We let $\varphi^{a, b}$ be the bundle of ( $a, b$ )forms associated to $\varphi$. Thus $\varphi^{a, b}=\left(\lambda^{a} \varphi\right) \wedge\left(\lambda^{b} \bar{\varphi}\right)$, where $\bar{\varphi}$ is the conjugate bundle to $\varphi$. Let $\mathscr{F} a, b$ be the space of smooth sections of $\varphi^{a, b}$. For every $z \in B$, the restriction $x_{z}$ of an element $x \in \mathscr{F} a, b$ to the fibre $F_{z}=\pi^{-1}(z)$ is an $(a, b)$-form on $F_{z}$, and thus $x$ may be viewed as a family of $(a, b)$-forms on the fibres, parametrized by $B$, and smooth in an obvious sense. $x$ is called a fibre ( $a, b$ )-form (on $B$ ). There is a $C_{b}$-linear $\operatorname{map} \delta_{F}: \mathscr{F}{ }^{a, b} \rightarrow \mathscr{F}^{a, b+1}$ characterised by $r_{z}\left(\delta_{F} x\right)=\delta\left(r_{z} x\right),\left(z \in B, x \in \mathscr{F}^{p, q}\right)$ (for all this, see Kodaira-Spencer [5], I, § 2).

Let $\mathcal{F}^{a, b}$ be the sheaf of germs on $B$ of fibre ( $a, b$ )-forms. We have $\Gamma\left(\mathscr{F}^{a, b}\right)=\mathscr{F}^{a, b}$, and $\delta_{F}$ is the map of sections induced by a homomorphism of $\mathbf{C}_{b}$-modules of $\mathfrak{F}^{a, b}$ into $\mathscr{F}^{a, b+1}$, also denoted by $\delta_{F}$. Let $8^{a, b} \subset \mathscr{F}^{a, b}$ be its kernel. By definition, the sequence

$$
\begin{equation*}
0 \rightarrow 8^{a, b} \xrightarrow{i} \mathfrak{F}^{a, b} \xrightarrow{\partial_{F}} \delta_{F}\left(\mathscr{F}^{a, b}\right) \rightarrow 0 \tag{1}
\end{equation*}
$$

where $i$ is the inclusion map, is exact.
3.3. More generally we shall consider the fibre $\hat{W}-(a, b)$-forms on $B$. They may be defined first as the smooth sections of $W \otimes \varphi^{a, b}$ (see Kodaira-Spencer [5], I, § 2); for this, $W$ could of course be any complex vector bundle on $E$. If $x$ is such a form, then $r_{z}(x)$ is a ( $a, b$ )-form on $F_{z}$, with coefficients in the trivial bundle $V_{z} \times F_{z}$, where $V_{z}$ is the fibre over $z$ of $W$. Clearly, we may identify these forms with the sections of the sheaf $\mathfrak{B} \otimes \mathscr{F}{ }^{a, b}$.

$$
\begin{aligned}
& \text { 3.4. Let } \\
& M^{a, b, c, d}=\Gamma\left(\mathfrak{W} \otimes \mathcal{F}^{a, b} \otimes \mathscr{A}_{B}^{c, d}\right), \quad(a, b, c, d \in \mathbf{Z} ; a, b, c, d \geqq 0) .
\end{aligned}
$$

Its elements are to be thought of as " $(c, d)$-forms on $B$ with coefficients in the fibre $W$-(a, b)-forms'. In the notation of 3.1, an element $h \in M^{a, b, c, d}$ is given by its restrictions $h_{\alpha}$ to the open subsets $U_{\alpha}$, and $h_{\alpha}$ is an array of differential $m$-forms $h_{\alpha, i}$ which may be written

$$
h_{\alpha, i}=\sum_{I, J} h_{\alpha, i, I, J} d z_{I}^{\alpha} \wedge d \bar{z}_{J}^{\alpha},
$$

where $I$ and $J$ run respectively through the subsets of $c$ and $d$ elements of $\{1, \ldots, n\}$, and where $h_{\alpha, i, 1, J} \in \mathscr{F}^{a, b}\left(U_{\alpha}\right)$, is a fibre $(a, b)$-form on $U_{\alpha}$.

Thus $h_{\alpha}$ is identified with a $W-(a+c, b+d)$ differential form on $\pi^{-1}\left(U_{\alpha}\right)$. But of course, this identification depends essentially on the local trivialisations, and $h$ itself cannot be viewed as a differential form. To be more precise, $h_{\alpha}$ and $h_{\beta}$ are related by the transformations defined by $\varphi_{\alpha \beta}, \psi_{\alpha \beta}$, and $\eta_{\alpha \beta}$. However, if we want to describe the differential form $h_{\alpha}$ in $U_{\beta} \cap U_{\alpha}$ by means of the local coordinates $\left(z_{i}^{\beta}\right)$ and the local trivialisations over $U_{\beta}$, then we have also to take into account the derivatives of the $\psi_{\alpha \beta}$ with respect to $z$. This implies that in these new coordinates, $h_{\alpha}$ will be equal to the sum of $h_{\beta}$ and of differential forms of base-degree $>c+d$.
3.5. Although this is not needed in the sequel, we remark here, without going into details, that if we allow vector bundles to have infinite dimensional fibres, we may also view the elements of $M^{a, b, c, d}$ as ( $c, d$ )-forms on $B$ with coefficients in a vector bundle.

In fact, $A_{F}^{a, b}$ is a Frechet space in a natural way (Serre [3]), and any automorphism of $F$ induces a homeomorphism of $A_{F}^{a, b}$. Thus the transition functions $\psi_{\alpha, \beta}^{\prime}: U_{\alpha} \cap U_{\beta} \rightarrow$ Aut $A_{F}^{a, b}$ allow one to define over $B$ an associated bundle $\mu^{a, b}$, with standard fibre $A_{F}^{a, b}$. Furthermore, the transition functions are smooth in the sense that if $\varrho: U_{\alpha} \cap U_{\beta} \rightarrow A_{F}^{a, b}$ is smooth, then $\psi_{\alpha \beta} \circ \varrho$ is also smooth. Thus it makes sense to speak of the smooth sections of $\mu^{a, b}$. It may then be seen that the elements of $M^{a, b, c, d}$ are just the ( $c, d$ )-forms on $B$, with coefficients in $W \otimes \mu^{a, b}$.
3.6. The sheaf $\mathfrak{F} \otimes \mathscr{A}_{B}^{c, d}$ is locally free over $C_{b}$, therefore the sequence
$0 \rightarrow \mathfrak{W} \otimes 8^{a, b} \otimes \mathscr{A}_{B}^{c, d} \rightarrow \mathfrak{B} \otimes \mathfrak{F}^{a, b} \otimes \mathfrak{A}_{\boldsymbol{B}}^{c_{i}^{d}} \rightarrow \mathfrak{F} \otimes \delta_{\boldsymbol{F}}\left(\mathfrak{F}^{a, b}\right) \otimes \mathscr{A}_{\boldsymbol{B}}^{c, d} \rightarrow 0$,
obtained by tensoring $3.2(1)$ by $\mathfrak{F} \otimes \mathscr{A}_{B}^{c, d}$ is also exact. Moreover, since $\mathscr{A}_{B}^{c, d}$ is fine (3.5), the sequence

$$
\begin{align*}
0 \rightarrow \Gamma\left(\mathfrak{W} \otimes 8^{a, b} \otimes \mathscr{A}_{B}^{c, d}\right) & \rightarrow \Gamma\left(\mathfrak{W} \otimes \mathfrak{F}^{a, b} \otimes \mathscr{A}_{B}^{(, d}\right) \rightarrow  \tag{3}\\
& \rightarrow \Gamma\left(\mathfrak{F} \otimes \delta_{F}\left(\mathcal{F}^{a, b}\right) \otimes \mathscr{A}_{B}^{c, d}\right) \rightarrow 0,
\end{align*}
$$

derived from (2), is exact (2.10.1, 2.11.1).
3.7. Let $\sigma$ be the map which sends a $\delta$-closed form on $F$ into its $\delta$-cohomology class. This map defines a $C_{b}$-homomorphism, also to be denoted $\sigma$, of $8^{a, b}$ into the sheaf $\mathfrak{g}^{a, b}(F)$ of germs of smooth sections of the bundle $\mathbf{H}^{a, b}(F)$ defined in 1.5. We claim that the sequence

$$
\begin{equation*}
0 \rightarrow \delta_{F}\left(\mathcal{F}^{a, b-1}\right) \xrightarrow{i} 8^{a, b} \xrightarrow{\sigma} \mathfrak{S}^{a, b}(F) \rightarrow 0, \quad(a \geqq 0, b \geqq 1), \tag{4}
\end{equation*}
$$

is exact.
That $\sigma \circ i=0$ is clear. Furthermore, since $H^{a, b}(F)$ is finite dimensional, it is readily seen that $\sigma$ is surjective. There remains to prove that imi $\boldsymbol{>}$ ker $\sigma$. This amounts to the following assertion:

Let $z \in B$ and $U$ an open neighbourhood of $z$ in $B, \omega$ a fibre $(a, b)$ form over $U$, i.e. a map assigning to $x \in U$ an $(a, b)$-form $\omega(x)$ on $F$ depending smoothly on $x$. Assume that for each $x$, there exists an $(a, b-1)$-form $v_{x}$ on $F$ such that $\omega(x)=\delta v_{x}$. Then there exists a neighbourhood $V$ of $z$ in $U$ and a fibre $(a, b-1)$-form $\tau$ on $V$ such that $\omega(x)=\delta \tau(x)$ for all $x \in V$.

In other words, we may choose $\boldsymbol{\nu}_{x}$ so as to depend smoothly on $x$. This assertion is contained in Theorems 7, 8 of Kodaira-Spencer [7].
3.8. In the same way as the exactness of (3) was deduced from that of (1), it follows from 3.7 that the sequence

$$
\begin{align*}
0 & \rightarrow \Gamma\left(\mathfrak{W} \otimes \delta_{F}\left(\mathfrak{F}^{a, b-1}\right) \otimes \mathfrak{A}_{B}^{(, d}\right) \rightarrow \\
& \rightarrow \Gamma\left(\mathfrak{W} \otimes 8^{a, b} \otimes \mathfrak{A}_{B}^{c, d}\right) \xrightarrow{\rightarrow} \Gamma\left(\mathfrak{B} \otimes \mathfrak{S}^{a, b}(F) \otimes \mathfrak{A}_{B}^{c, d}\right) \rightarrow 0 \tag{5}
\end{align*}
$$

is exact. On the other hand, there is a natural isomorphism

$$
\begin{equation*}
\mathfrak{W} \otimes \mathfrak{S}^{a, b}(F)=\boldsymbol{S}\left(W \otimes \mathbf{H}^{a, b}(F)\right), \tag{6}
\end{equation*}
$$

where $\mathcal{S}\left(W \otimes H^{a, b}(F)\right)$ is the sheaf of germs of smooth sections of the tensor product bundle $W \otimes \mathbf{H}^{a, b}(F)$. Therefore, we also have
$\Gamma\left(\mathfrak{B} \otimes \mathfrak{G}^{a, b}(F) \otimes \mathfrak{A}_{B}^{c, d}\right) \cong A_{B}^{c, d}\left(W \otimes \mathbf{H}^{a, b}(F)\right) \cong \Gamma\left(\mathcal{S}\left(W \otimes \mathbf{H}^{a, b}(F)\right) \otimes \mathfrak{A}_{B}^{c, d}\right)$.

## § 4. The filtration. Proof of $\mathbf{2 . 1}$ (i), (iii), (iv)

4.1. Let us say that an open subset $U \subset E$ is small if $\xi$ and $W$ are trivial over $\pi(U)$ and if an allowable trivialisation of $\boldsymbol{\xi}$ over $\pi(U)$ carries $U$ into the product of coordinate neighbourhoods of $B$ and $F$. For every small open set $U$ and positive integer $k$, let $L_{k}(U)$ be the set of elements of $A_{V}\left(\left.\tilde{W}\right|_{V}\right)$ which, when expressed in terms of local coordinates $\left(z_{i}\right)$ on $B$ and ( $y_{j}$ ) on $F$, are sums of monomials $d z_{I} \wedge d \bar{z}_{J} \wedge d y_{I^{\prime}} \wedge d \bar{y}_{j^{\prime}}$, in which $|I|+|J| \geqq k$, where $|A|$ denotes the number of elements in a finite set $A$. It is clear that $L_{k}(U)$ is invariant under change of coordinates (but the set of elements for which $|I|+|J|=k$ is not, and conse-
quently the filtration introduced below is not associated to a grading). Let
$L_{k}=\left\{\omega \in A_{E}(\hat{W}) ;\left.\omega\right|_{U} \in L_{k}(U)\right.$ for every small open subset $U$ of $\left.E\right\}$.(1)
It is of course enough to check this condition when $U$ runs through the elements of one open covering of $E$ by small sets. We have

$$
\begin{equation*}
L_{0}=A_{E}\left(W^{\prime}\right), L_{k}=0\left(k>\operatorname{dim}_{\mathbf{R}} B\right) ; L_{k} \supset L_{k+1}, \delta\left(L_{k}\right) \subset L_{k}(k \geqq 0), \tag{2}
\end{equation*}
$$

which shows that the $L_{k}$ define a bounded decreasing filtration of the differential $\mathbf{C}$-module $\left(A_{E}(\hat{W}), \delta\right)$ by submodules stable under $\delta$. The corresponding spectral sequence is by definition the spectral sequence ( $E_{r}, d_{r}$ ) of 2.1. We have clearly

$$
L_{k}=\sum_{p, q}^{p, q} L_{k}, \quad\left({ }^{p, q} L_{k}=L_{k} \cap A_{\dot{B}}^{p, q}(\hat{W})\right),
$$

which means that the filtration is compatible with the bigrading provided by the type, hence also with the total degree. Moreover, $\delta$ is homogeneous of degree 1 in $q$, of degree 0 in $p$, hence this bigrading is also present in the spectral sequence. We denote by ${ }^{p, q} E_{i, t}^{s, t}$ or ${ }^{p, q} E_{p}^{s}$ [see 2.2 (2)] the space of elements of $E_{r}$ of type ( $p, q$ ), total degree $s+t$, and degree $s$ in the grading defined by the filtration. As is usual, $s$ and $t$ will be called respectively base-degree and fibre-degree. Of course, ${ }_{p, q} \underline{S}_{\substack{s, t}}=0$ if $p+q \neq s+t$.

The assertions 2.1 (i), (iii) then follow from standard general facts about convergent spectral sequences of filtered-graded differential modules.

If now $\hat{W}=\mathbf{1}$ is the trivial bundle with fibre $\mathbf{C}$, then $A_{B}(\hat{W})$ is an anticommutative differential algebra. Again from general principles, this product shows up in the spectral sequence, and we have 2.1 (iv). There remains to prove 2.1 (ii).
4.2. We give here a slight reformulation of the definition of the filtration which will be useful below.

Let $V_{\alpha}=\pi^{-1}\left(U_{\alpha}\right)$, and identify $V_{\alpha}$ to $U_{\alpha} \times F$ by means of $\psi_{\alpha}$. We denote by $M_{\alpha}^{a, a, c, d}$ the space of $W$ - $(c, d)$-forms on $B$ with coefficients in the ( $a, b$ )-forms of the fibre (De Rham [1], Chap. II, § 7). Using $\psi_{\alpha}$, we see that

$$
\begin{align*}
M_{\alpha, b, c, d}^{a, d} & \cong \Gamma_{V_{\alpha}}\left(\mathfrak{B} \otimes \mathscr{F}^{a, b} \otimes \mathfrak{A}_{\dot{B}}{ }^{, d}\right),  \tag{3}\\
A_{V_{\alpha}}\left(\dot{W} \mid V_{\alpha}\right) & =\sum_{a, b, c, d} M_{\alpha}^{a, b, c, d} . \tag{4}
\end{align*}
$$

Then

$$
\begin{equation*}
L_{s}=\left\{\omega \in A_{E}(\tilde{W}) ;\left.\omega\right|_{\nabla_{\alpha}} \in L_{s, \alpha}(\alpha \in \mathscr{A})\right\} . \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{\delta, \alpha}=\sum_{c+d \geq s} M_{\alpha}^{a, b, c, d} . \tag{6}
\end{equation*}
$$

We remark that the isomorphism (3) and the direct sum decomposition (4) depend on the trivialisation $\psi_{\alpha}$ but, as before, the condition $\left.\omega\right|_{\nabla_{\alpha}} \in L_{s, \alpha}$ does not.

## § 5. The terms $E_{0}, E_{1}$

### 5.1. Lemma. There exists a canonical isomorphism

$$
{ }^{p, q} k_{0}^{s}: p, q E_{0}^{s} \simeq \sum_{i} \Gamma\left(\mathfrak{F} \otimes \mathfrak{F}^{p-i, q-s+i} \otimes \mathscr{A}_{B}^{i, s-i}\right) \quad(p, q, s \geqq 0) .
$$

The sum $k_{0}$ of the maps ${ }^{p, q} k_{0}^{s}$ carries $d_{0}$ onto $\delta_{F}$.
We keep the previous notation. Let $\omega \in p, q L_{s}$ and $\omega_{\alpha}$ be its restriction to $\pi^{-1}\left(U_{\alpha}\right)(\alpha \in \mathscr{A})$. We may write (4.2):

$$
\begin{equation*}
\omega_{\alpha}=\sum_{i} \omega_{\alpha}^{p-i, \alpha-s+i, i, s-i} \bmod L_{s+1, \alpha}, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{\alpha}^{a, b, c, d} \in M_{\alpha}^{a, b, c, d}=\Gamma_{U_{\alpha}}\left(\mathfrak{F} \otimes \mathscr{F}^{a, b} \otimes \mathscr{A}_{B}^{c, d}\right) . \tag{2}
\end{equation*}
$$

We claim that, for each $i$, the forms $\omega_{\alpha}^{p-i, q-s+i, i, s-i}(\alpha \in \mathscr{A})$ match so as to define a section $\omega^{p-i, q-s+i, i, s-i}$ of $\mathfrak{W} \otimes \mathfrak{F}^{p-i, q-s+i} \otimes \mathfrak{A}_{B}^{i, s-i}$. In fact, let $\alpha, \beta \in \mathscr{A}$ be such that $U_{\alpha} \cap U_{\beta} \neq \varnothing$. The elements $\omega_{\alpha}$ and $\omega_{\beta}$ represent the same differential form on $U_{\alpha} \cap U_{\beta}$, hence are related by a transformation $f_{\alpha \beta}$ associated to the coordinate transformations $\psi_{\alpha, \beta}, \varphi_{\alpha, \beta}, \eta_{\alpha, \beta}$. Now $f_{\alpha \beta}$ also involves the derivatives of the $\psi_{\alpha, \beta}$ with respect to the local coordinates on $B$. However, as was already pointed out (3.4), each term in which such a derivative occurs has a strictly bigger total base-degree, hence belongs to $L_{s+1, \alpha}$. Thus to go from $\omega_{\alpha}^{p-i, q-s+i, i, s-i}$ to $\omega_{\beta}^{p-i, q-s+i, i, s-i}$, one may neglect these derivatives and just apply the transformation defined by $\psi_{\alpha, \beta}, \varphi_{\alpha, \beta}, \eta_{\alpha, \beta}$; but this is precisely how sections of the sheaf $\mathfrak{W} \otimes \mathscr{F}^{p-i, q-s+i} \otimes \mathfrak{Q}_{B}^{i, s-i}$ over $U_{\alpha}$ and $U_{\beta}$ have to match in order to define a section over $U_{\alpha} \cup U_{\beta}$.

We now associate to $\omega$ the sum of the $\omega^{p-i, q-s+i, i, s-i}$. This defines a map

$$
p, q k^{s}: p, q L_{s} \rightarrow \sum_{i} \Gamma\left(\mathfrak{W} \otimes \mathfrak{F}^{p-i, q-s+i} \otimes \mathscr{A}_{B}^{i, s-i}\right)
$$

which is obviously linear, with kernel ${ }^{\boldsymbol{p}, q} L_{s+1}$, whence an injective linear map

$$
p, q k_{0}^{s}: p, q E_{0}^{s} \cong{ }^{p, q} L_{s} \mid p, q L_{s+1} \rightarrow \sum_{i} \Gamma\left(\mathfrak{F} \otimes \mathfrak{F}^{p-i, q-s+i} \otimes \mathscr{A}_{B}^{i, s-i}\right) .
$$

To compute $d_{0}(\bar{\omega}),\left(\bar{\omega} \in p, a E_{0}^{s}\right)$, we have to apply $\delta$ to a representative $\omega$ of $\bar{\omega}$ in $L_{s}$, and reduce $\bmod L_{s+1}$. In local coordinates, this means that we may disregard differentiation with respect to local coordinates on $B$, and take into account only the coordinates on the fibres. But this is how $\delta_{F}$ is defined, whence

$$
p, q k_{0}^{s}\left(d_{0} \bar{\omega}\right)=\delta_{F}\left(p, q k_{0}^{s}(\bar{\omega})\right) .
$$

There remains to show that $p, q k_{0}^{s}$ is surjective. Let $u \in M^{a, b, c, d}$. Put $p=a+c, q=b+d, s=c+d$. We have to find $\omega \in p, q L_{s}$ such that $p, q k^{s}(\omega)=u$.

There exists a countable locally finite covering $\mathscr{V}=\left(V_{j}\right)(j=1,2, \ldots)$ of $E$ by small open subsets (see 4.1) such that for each $j$ there exists $\alpha=\alpha(j) \in \mathscr{A}$ for which $\pi\left(V_{j}\right) \subset U_{\alpha}$. Since $E$ is paracompact, we may further find a sequence of open coverings $\mathscr{V}^{(l)}=\left(V_{j}^{(l)}\right)(l=1,2, \ldots)$ such that

$$
V_{i}^{(1)}=V_{j}, \bar{V}_{i}^{(l)} \subset V_{j}^{(l-1)} \quad(j, l \geqq 1) .
$$

Let us put

$$
V_{j}^{(\infty)}=\bigcap_{l \geqq 1} V_{i}^{(l)} \quad(j \geqq 1) .
$$

Since $\mathscr{V}$ is locally finite, it is clear that the $V_{i}^{(\infty)}$ also form a covering of $E$ (not necessarily open of course). Therefore, if $\left(n_{j}\right)$ is a sequence of strictly positive integers, the union of the $V_{i}^{\left(n_{j}\right)}$ is also an open covering. The form $\omega$ will be defined by means of its restrictions to the elements of such a covering.

In each $V_{j}$ we choose local coordinates once and for all. The restriction $u_{j}$ of $u$ to $V_{j}$ may then be identified with a differential form, with coefficients in the typical fibre of $W$, also denoted $u_{j}$. By definition $\omega^{(1)}=u_{1}$ on $V_{1}$. If $V_{1} \cap V_{2}^{(2)}=\emptyset$, we put $\omega^{(2)}=u_{1}$ on $V_{1}, \omega^{(2)}=u_{2}$ on $V_{2}^{(2)}$. Suppose now $V_{1} \cap V_{2}^{(\mathbf{)}} \neq \varnothing$. In that intersection, we have $\omega^{(1)}=u_{2}+\sigma$, where $\sigma$ is a form whose base-degree (i. e. degree in the differentials of local coordinates on $B$ ) is $>c+d$. We can find a form $\tau$ on $V_{2}^{(1)}$ which coincides with $\sigma$ on $\bar{V}_{1}^{(2)} \cap \bar{V}_{2}^{(2)}$ (this is a trivial extension problem, since $\sigma$ is already defined in an open neighbourhood of $V_{1}^{(2)} \cap V_{2}^{(2)}$. We then let $\omega^{(2)}$ be the differential form on $V_{1}^{(2)} \cup V_{2}^{(2)}$ which is equal to $u_{1}$ on $V_{1}^{(2)}$, to $u_{2}+\tau$ on $V_{2}^{(\mathbf{2})}$.

Let now $l \geqq 2$. Assume that there is a sequence of $l$ strictly positive integers $n_{j, l}(j=1, \ldots, l)$ and a differential form $\omega^{(l)}$ defined on

$$
V_{(2)}=\bigcup_{1 \leqq i \leqq l} V_{i}^{\left(n_{j}, l\right)},
$$

such that

$$
\begin{equation*}
\left.\left(\omega^{(l)}-u_{j}\right)\right|_{V_{j}^{(n, l)}} \in L_{s+1}\left(V_{j}^{\left(n_{j}, l\right)}\right) \quad(1 \leqq j \leqq l) \tag{3}
\end{equation*}
$$

Let now $I$ be the set of integers $j$ between 1 and $l$ for which

$$
V_{l+1} \cap V_{j}^{(\mu, l)} \neq \varnothing .
$$

In the intersection

$$
V_{l+1} \cap V_{(l)}=V_{l+1} \cap\left(\bigcup_{j \in I} V_{j}^{\left(n_{j, l}\right)}\right),
$$

the difference $\sigma=\omega^{(l)}-u_{l+1}$ belongs to $L_{s+1}$. As before, we may find a form $\tau$ on $V_{\imath+1}$ which coincides with $\sigma$ on

$$
\bar{V}_{l+1}^{(2)} \cap\left(\bigcup_{j \in I} \bar{V}_{j}^{\left(n_{i, l}+1\right)}\right)
$$

Let us define a sequence $\left(n_{j, l+1}\right)$ of $l+1$ integers by
$n_{j, l+1}=n_{j, l}+1,(j \in I) ; n_{j, l+1}=n_{j, l},(1 \leqq j \leqq l, j \notin I) ; n_{l+1, l+1}=2$.
We let then $\omega^{(l+1)}$ be the form on

$$
V_{(l+1)}=\bigcup_{1 \leqq j \leqq l+1} V_{i}^{\left(n_{j, l+1}\right)},
$$

which is equal to $\omega^{(l)}$ on $V_{j}^{(n, l+1)}$ for $j \leqq l$ and to $u_{l+1}+\tau$ on $V_{+1}^{(2)}$. Then it satisfies the condition (3) with $l$ replaced by $l+1$.

In order to go from the domain of definition of $\omega^{(l)}$ to that of $\omega^{(l+1)}$ we may have to shrink some of the $V_{j}^{\left(n_{j}, l\right)}$, but not if $V_{j} \cap V_{l+1}=\varnothing$. Our covering being locally finite, given $m \geqq 1$, there exists $l(m)$ such that $V_{m} \cap V_{l}=\varnothing$ for all $l \geqq l(m)$. As a consequence, for fixed $j$, the sequence $n_{j, l}$ becomes stationary and there exists an integer $n_{j}$ such that $V_{i}^{\left(n_{j}\right)}$ belongs to the domain of definition of $\omega^{(l)}$ for all $l \geqq 1$. By construction, we have then $\omega^{(l)}=\omega^{\left(l^{\prime}\right)}$ on $V_{j}^{\left(n_{j}\right)}$ for $l, l^{\prime} \geqq n_{j}$. There exists therefore a differential form $\omega$ on $E$ such that $\omega=\omega^{\left(n_{j}\right)}$ on $V_{n}^{\left(n_{j}\right)}$ for all $j$. It follows then from (3) that ${ }^{\phi}, k^{\boldsymbol{k}}(\omega)=u$.
5.2. Lemma. The map ${ }^{p, a k_{0}^{s}}$ of 5.1 induces an isomorphism $p, a k_{1}^{s}$ of $p, q E_{1}^{s}$ onto $\sum_{i} A_{B}^{i, s-i}\left(W \otimes \mathbf{H}^{p-i, q-\varepsilon+i}(F)\right)$.

This follows from 5.1, from the exactness of the sequences (3), (5) of $\S 3$, and from the isomorphisms 3.8 (7).

## §6. The term E2. Proof of 2.1 (ii)

We let $k_{0}$ (resp. $k_{1}$ ) be the direct sum of the maps $p, a k_{0}^{s}$ (resp. $p, q k_{1}^{s}$ ). In view of our assumption on the structure group of $\xi$, the image space of $k_{1}$ is the space of forms on $B$ with coefficients in a holomorphic vector bundle (1.5), therefore it is a differential module under $\delta$. The assertion 2.1 (ii) will then be a consequence of the
6.1. Lemma. The map $k_{1}$ carries $d_{1}$ onto $\delta$. For all $p, q, s$, it induces an isomorphism

$$
p, q k_{2}^{s}: p, q E_{2}^{s} \simeq \sum_{i} H^{i, s-i}\left(B, W \otimes H^{p-i, q-s+i}(F)\right)
$$

The second assertion follows directly from the first one, which we prove now.

Let $x_{1}^{0}$ be the map of the space $Z\left(E_{0}\right)$ of $d_{0}$-cocycles of $E_{0}$ onto $E_{1}$. In view of 5.1,5.2, we have the following commutative diagram

$$
\begin{align*}
& \sum_{c+d \geq s} \Gamma\left(\mathfrak{W} \otimes 8 \otimes \mathfrak{Q}_{B}^{c \cdot}{ }^{d}\right) \xrightarrow{\sigma} \sum_{c+d \geq s} \Gamma\left(\mathfrak{B} \otimes \mathfrak{G}(F) \otimes \mathscr{A}_{B}^{e, d}\right) \\
& \underset{Z\left(E_{0}^{s}\right)}{\uparrow_{k_{0}}} \xrightarrow{\prod_{1}}{ }_{E_{1}^{s}}^{k_{1}^{s}} \tag{1}
\end{align*}
$$

where

$$
\begin{equation*}
8=\sum 8^{a, b}, \quad E_{i}^{s}=\sum_{p, q} p, q E_{i}^{s} \quad(i=0,1, \ldots) \tag{2}
\end{equation*}
$$

and $\sigma$ is as in 3.8 (5). We denote $\mu_{u}$ the projection of $L_{u}$ onto $E_{0}^{u}=L_{u} / L_{u+1}$ $(u=0,1, \ldots)$.

Let $a, b, c, d$ be positive integers, and set $p=a+c, q=b+d$, $s=c+d$. Let $u \in \Gamma\left(\mathfrak{F} \otimes \mathfrak{S}^{a, b}(F) \otimes \mathfrak{A}_{B}^{c}{ }^{d}\right)$ and $u^{\prime}$ an element of $\Gamma\left(\mathfrak{W} \otimes \mathcal{B}^{a, b} \otimes \mathscr{A}_{B}^{c, d}\right)$ such that $\sigma\left(u^{\prime}\right)=u$, which exists by 3.8. Let $v=k_{1}^{-1}(u)$ and $v^{\prime}=k_{0}^{-1}\left(u^{\prime}\right)$. We have to prove:

$$
\begin{equation*}
k_{1}\left(d_{1} v\right)=\delta u \tag{3}
\end{equation*}
$$

By definition, $v^{\prime} \in Z\left(E_{0}^{s}\right)$. There exists therefore $v^{\prime \prime} \in L_{s}$ such that $\delta\left(v^{\prime \prime}\right) \in L_{s+1}$ and $\mu_{s}\left(v^{\prime \prime}\right)=v^{\prime}$. By the above, we have then

$$
\begin{equation*}
u=k_{1} \cdot x_{1}^{0} \cdot \mu_{s}\left(v^{\prime \prime}\right)=\sigma \cdot k_{0} \cdot \mu_{s}\left(v^{\prime \prime}\right) \tag{4}
\end{equation*}
$$

On the other hand, the definition of $d_{1}$ gives $d_{1} v=\varkappa_{1}^{0} \cdot \mu_{s+1}\left(\delta v^{\prime \prime}\right)$ hence, also, by (1),

$$
\begin{equation*}
k_{1}\left(d_{1} v\right)=\sigma \cdot k_{0} \cdot \mu_{s+1}\left(\bar{\delta} v^{\prime \prime}\right) \tag{5}
\end{equation*}
$$

Therefore, (3) is equivalent to

$$
\begin{equation*}
\sigma \cdot k_{0} \cdot \mu_{s+1}\left(\delta v^{\prime \prime}\right)=\delta u \tag{6}
\end{equation*}
$$

It is enough to prove this for the restriction of $v^{\prime \prime}$ to $\mu^{-1}\left(U_{\alpha}\right)$, for all $\alpha \in \mathscr{A}$. We may write (4.2):

$$
v^{\prime \prime}=v^{a, b, c, d}+v^{a-1, b, c+1, d}+v^{a, b-1, c, d+1} \bmod L_{s+2, \alpha},
$$

where $v^{e, f, j, k} \in \Gamma_{\boldsymbol{U}_{\alpha}}\left(\mathfrak{F} \otimes \mathscr{F}^{e, f} \otimes \mathfrak{A}_{B}^{j, k}\right) ;$ by construction, $v^{a, b, c, d}$ may be identified with $u^{\prime}$. We have then

$$
\delta v^{\prime \prime}=\delta u^{\prime}+\delta\left(v^{a-1, b, c+1, \alpha}+v^{a, b-1, c, d+1}\right) \bmod L_{s+2, \alpha} .
$$

Since we compute $\bmod L_{s+2, \alpha}$, we may neglect all terms of base degree $>c+d+1$; this means that we also have:

$$
\begin{aligned}
\delta v^{\prime \prime} & =\delta u^{\prime}+\partial_{F}\left(v^{a-1, b, c+1, d}+v^{a, b-1, c, d+1}\right) \bmod L_{s+2, \alpha}, \\
k_{0} \mu_{s+1} \delta\left(v^{\prime \prime}\right) & =\delta u^{\prime}+\partial_{F}\left(v^{a-1, b, c+1, d}+v^{a, b-1, c, d+1}\right) .
\end{aligned}
$$

The second term on the right hand side, being a $\boldsymbol{\partial}_{\boldsymbol{F}}$-coboundary, is annihilated by $\sigma$, hence

$$
\sigma k_{0} \mu_{s+1} \delta\left(v^{\prime \prime}\right)=\sigma \delta u^{\prime}
$$

But it is clear that

$$
\sigma \cdot \delta\left(u^{\prime}\right)=\delta\left(\sigma\left(u^{\prime}\right)\right)=\delta u
$$

whence the equality (6).
Remark. A similar proof yields a construction by means of differential forms of the spectral sequence in real cohomology of a differentiable
fibre bundle. The differential algebra is the space of real valued differential forms on $E$, filtered by the degree in base coordinates, as in 4.1. The proof is basically the same, simpler in notation since we dispense with $W$ and the type. If $F$ is compact, the exactness of the sequence corresponding to 3.7 (4) follows again from the smoothness properties of the Green operator (de Rham [1], p. 157). In the general case, it is a consequence of a result of van Est [Proc. Konikl. Neder. Ak. van Wet. Series A, 61 (1958), 399-413, Cor. 1 to Thm. 1].

## §7. Elementary properties and applications of the spectral sequence

We keep the notation and assumptions of 2.1.
7.1. If the bundle $\mathbf{H}_{3}(F)$ is trivial, in particular if the structure group of $\xi$ is connected, then

$$
p, q E_{2}^{\varepsilon . t} \cong \sum_{i} H^{i, s-i}(B, W) \otimes H^{p-i, q-s+i}(F)
$$

This follows from 2.1 (ii) and 1.3.
7.2. The space $p, q E_{r}^{p+q, 0}$ is a quotient of ${ }^{p, q} E_{r-1}^{p+q, 0}(r \geqq 3)$. The composition of the natural maps

$$
H^{p, q}(B, W) \cong{ }^{p, q} E_{2}^{p+q, 0} \rightarrow p, q E_{\infty}^{p+q, 0} \subset H^{p, q}(E, W),
$$

is $\pi^{*}$. It is injective if $q=0$.
The first assertion follows in the usual way from the construction of the spectral sequence and from standard facts about "edge homomorphisms". Since no element of type $(p, 0)$ can be a $d_{r}$-coboundary $(r \geqq 0)$, the second one is then obvious.
7.3. By our assumption on $G$, the bundle $H_{3}(F)$ has the discrete structure group $G / G^{0}$, where $G^{0}$ is the identity component of $G$. There is then, in the usual manner, a homomorphism of the fundamental group $\pi_{1}(B)$ of $B$ into Aut $H_{\bar{\gamma}}(F)$, and $\mathbf{H}_{\bar{z}}(F)$ may be viewed as a local system of coefficients. From this it is easily seen that if $B$ is compact, then $H^{0,0}\left(B, \mathbf{H}^{p, q}(F)\right)$ is isomorphic to the space $H^{p, q}(F)^{\pi}$ of fixed points of $\pi_{1}(B)$ under the above action. Thus

$$
p, q E_{2}^{0, p+q} \cong H^{p, q}(F)^{\pi} .
$$

7.4. The space $p, q E_{r}^{0, p+q}$ may be identified with the space of $d_{r-1^{-}}$ cocycles of ${ }^{p, Q} E_{r-1}^{0, p+q}(r \geqq 3)$. If $W=1$ and $B$ is compact, the composition of the natural maps

$$
H^{p, q}(E) \rightarrow p, q E_{\infty}^{0, p+q} \subset p, q E_{2}^{0, p+q}=H^{p, q}(F)^{\pi} \subset H^{p, q}(F),
$$

is induced by the homomorphism associated to the inclusion map of a fibre.
This follows again from elementary facts about spectral sequences.
7.5. If the structure group of $\xi$ is connected, then

$$
h^{p, q}(E, W) \leqq \sum_{\substack{a+c=p \\ b+d=q}} h^{c, d}(B, W) \cdot h^{a, b}(F)
$$

This is a consequence of 7.1 and of the relations

$$
h^{p, q}(E, \hat{W})=\operatorname{dim}^{p, q} E_{\infty} \leqq \operatorname{dim}^{p, q} E_{2},
$$

where we have put

$$
p, q E_{r}=\sum_{s, t \geq 0} p, q E_{r,}^{s, t}
$$

7.6. Finally we note that if $G$ is connected, and if $i^{*}: H_{\bar{\partial}}(E) \rightarrow H_{\bar{\partial}}(F)$ is surjective, then $H_{\bar{\partial}}(E)$ is additively isomorphic to $H_{\bar{\jmath}}(B) \otimes H_{\bar{\partial}}(F)$.

In fact, $E_{2}$ may then be identified as an algebra with the tensor product of the algebras $H_{\bar{\delta}}(F) \otimes 1$ and $1 \otimes H_{\bar{\delta}}(B)$, which consist of permanent cocycles.

## § 8. The multiplicative property of the $x_{y}$-genus

8.1. Theorem. Let $\xi=(E, B, F, \pi)$ be a complex analytic fibre bundle with connected structure group, where $E, B, F$ are compact, connected, and $F$ is kählerian. Let $W$ be a complex analytic vector bundle on $B$. Then $\chi_{y}\left(E, \pi^{*} W\right)=\chi_{y}(B, W) \cdot \chi_{y}(F)$.

For the notation $\chi_{y}$ and $\chi^{p}$, see 15.5. Since $G$ is connected and $F$ is kählerian, $G$ acts trivially on the $\delta$-cohomology of the standard fibre (1.4), therefore we may apply 2.1; we have moreover (7.1):

$$
\begin{equation*}
E_{2} \cong H_{\bar{\jmath}}(B, W) \otimes H_{\bar{\jmath}}(F) . \tag{1}
\end{equation*}
$$

Let us put, in the notation of 7.4,

$$
\begin{aligned}
& \chi^{p}\left(E_{r}\right)=\sum_{q}(-1)^{q} \operatorname{dim}^{p, q} E_{r} \\
& \chi_{y}\left(E_{r}\right)=\sum_{p} \chi^{p}\left(E_{r}\right) \cdot y^{p} .
\end{aligned}
$$

It follows from 2.1 (iii) that

$$
\begin{equation*}
\chi_{y}\left(E, \pi^{*} W\right)=\chi_{y}\left(E_{\infty}\right) \tag{2}
\end{equation*}
$$

A simple calculation, using (1), yields

$$
\begin{equation*}
\chi_{y}\left(E_{2}\right)=\chi_{y}(B, W) \cdot \chi_{y}(F) . \tag{3}
\end{equation*}
$$

Let ${ }^{(p)} E_{r}=\sum_{q} p, q E_{r}(r \geqq 2)$. This is a graded space, whose Euler characteristic $\left.\chi{ }^{(p)} E_{r}\right)$ is equal to $\chi^{p}\left(E_{r}\right)$; it is stable under $d_{r}$, and its derived group is ${ }^{(p)} E_{r+1}$. By a well-known and elementary fact, we have then $\left.\chi\left({ }^{(\boldsymbol{p})} E_{r}\right)=\chi{ }^{(\boldsymbol{p})} E_{r+1}\right)$, hence $\chi^{p}\left(E_{r}\right)=\chi^{p}\left(E_{r+1}\right), r \geqq 2$, which, together with (2) and (3), ends the proof.

## § 9. The $\overline{\boldsymbol{\sigma}}$-cohomology of the Calabi-Eckmann manifolds

9.1. We shall denote by $A^{0}(X)$ the identity component of the group $A(X)$ of complex analytic homeomorphisms of a compact connected complex manifold $X$. Although this is not really needed below, we recall that, by a well-known result of Bochner-Montgomery, $A(X)$ is a complex LIE group. If $X$ is the total space of a complex analytic fibering $(X, Y, F, \pi)$, then every element of $A^{0}(X)$ commutes with $\pi$, whence a natural homomorphism $\pi^{0}: A^{0}(X) \rightarrow A^{0}(Y)$ (Blanchard [3], Prop. I. 1, p. 160). In particular, if $M$ and $N$ are connected complex analytic compact manifolds, then $A^{0}(M \times N)=A^{0}(M) \times A^{0}(N)$ (Blanchard [3], p. 161).
9.2. We let $\mathbf{M}_{u, v},(u, v \in \mathbf{Z} ; u, v \geqq 0)$ be the product $\mathbf{S}^{2 u+1} \times \mathbf{S}^{\mathbf{2} v+1}$ endowed with one of the complex structures of Calabi-Eckmann [1]. It is the total space of a principal complex analytic fibre bundle $\xi_{u, v}$ over $\mathbf{B}_{u, v}=\mathbf{P}_{u}(\mathbf{C}) \times \mathbf{P}_{v}(\mathbf{C})$, with standard fibre and structure group a complex torus $\mathbf{T}$ of complex dimension one. We have

$$
A^{0}\left(\mathbf{M}_{u, v}\right)=(\mathbf{G L}(u+1, \mathbf{C}) \times \mathbf{G} \mathbf{L}(v+1, \mathbf{C})) / \Gamma
$$

where $\Gamma$ is an infinite cyclic discrete central subgroup (Blanchard [1]), and the map

$$
\boldsymbol{v}_{u, v}: A^{0}\left(\mathbf{M}_{u, v}\right) \rightarrow A^{0}\left(\mathbf{B}_{u, v}\right)=\mathbf{P G L}(u+1, \mathbf{C}) \times \mathbf{P G L}(v+1, \mathbf{C}),
$$

associated to the projection $\pi_{u, v}$ of $\mathbf{M}_{u, v}$ onto $\mathbf{B}_{u, v}(9.1)$ is the obvious homomorphism.

For $u=0$ or $v=0, M_{u, v}$ is a Hopf manifold. Let $\sigma_{u, v}$ be the projection $\pi_{u, v}$ followed by the projection of $\mathbf{B}_{u, v}$ on its first factor. Then $\sigma_{u, v}$ is the projection of a complex analytic fibering $\eta_{u, v}$ with typical fibre $\mathbf{M}_{0, v}$. To see this, one may for instance use the fact (Blanchard [1]) that $\mathbf{M}_{u, v}$ is the base space of a complex analytic principal bundle with total space $\mathbf{M}_{u, 0} \times \mathbf{M}_{0, v}$, structure group a complex 1-dimensional torus, and projection map $v$, such that

$$
\pi_{u, v} \circ v=\pi_{u, 0} \times \pi_{0, v}: \mathbf{M}_{u, 0} \times \mathbf{M}_{0, v} \rightarrow \mathbf{B}_{u, v}
$$

9.3. Lemma. The group $A^{0}\left(\mathbf{M}_{u, v}\right)$ acts trivially on $H_{\bar{j}}\left(\mathbf{M}_{u, v}\right)$.

The fibre bundle has a connected structure group and a kählerian fibre, namely T, and 2.1 applies. By 9.1 , the group $A^{0}\left(\mathbf{M}_{u, v}\right)$ is an automorphism group of the fibred structure, hence it operates on the spectral sequence. This action is trivial on $E_{2}=H_{\bar{\partial}}\left(\mathbf{B}_{u, v}\right) \otimes H_{\bar{\partial}}(\mathbf{T})$, since both $\mathbf{B}_{u, v}$ and $\mathbf{T}$ are kählerian (1.4), hence also on $E_{\infty}$. But $E_{\infty}=\operatorname{Gr}\left(H_{\bar{\partial}}\left(\mathbf{M}_{u, v}\right)\right)$. By full reducibility, any compact subgroup of $A^{0}\left(\mathrm{M}_{u, v}\right)$ acts trivially on $H_{\bar{\gamma}}\left(\mathbf{M}_{u, v}\right)$. The kernel of the action of $A^{0}\left(\mathbf{M}_{u, v}\right)$ on $H_{\bar{z}}\left(\mathbf{M}_{u, v}\right)$ is then a normal subgroup which contains all compact subgroups, hence is equal to the whole group.
9.4. Lemma. We have $H^{1,0}\left(M_{0, v}\right)=0,(v \geqq 1)$.

This lemma is known. We recall a proof for the sake of completeness. $\mathbf{M}_{0, v}$ may be defined as the quotient of $\mathbf{C}_{\boldsymbol{v}+1}-\{0\}$ by the discrete group generated by a homothetic transformation $\gamma: z \rightarrow c \cdot z \quad(c \neq 1)$. Let $\omega$ be a holomorphic differential on $\mathbf{M}_{0, v}$. Its inverse image $\omega^{*}$ in $\mathbf{C}_{v+1}-\{0\}$ may be written as $\omega^{*}=g_{1} \cdot d z_{1}+\cdots+g_{v+1} \cdot d z_{v+1}$ where the $z_{i}$ 's are coordinates and the $g_{i}$ 's are holomorphic in $\mathbf{C}_{v+1}-\{0\}$. The form $\omega^{*}$ is invariant under $\gamma$; this implies

$$
g_{i}\left(c^{n} \cdot z\right)=c^{-n} \cdot g_{i}(z) \quad(n \in \mathbf{Z}, i=1, \ldots, v+1),
$$

and shows that if $g_{i} \neq 0$, then $g_{i}$ is not bounded near the origin, in contradiction with Hartog's theorem.

The $\delta$-cohomology of $\mathbf{M}_{\mu, v}$ will be generated by pure elements, and subscripts will indicate the type.
9.5. Theorem. Let $u \leqq v$. Then

$$
H_{\bar{\partial}}\left(\mathbf{M}_{u, v}\right) \cong \mathbf{C}\left[x_{1,1}\right] /\left(x_{1,1}^{u+1}\right) \otimes \Lambda\left(x_{v+1, v}, x_{0,1}\right) .
$$

We consider first the case where $\boldsymbol{u}=0$. In the spectral sequence of the fibering $\boldsymbol{\xi}_{0, v}$ we have

$$
E_{2} \cong \mathbf{C}\left[x_{1,1}\right] /\left(x_{1,1}^{0+1}\right) \otimes \Lambda\left(x_{1,0}, x_{0,1}\right),
$$

where the first factor on the right hand side represents the cohomology of the base $\mathbf{P}_{\boldsymbol{v}}(\mathbf{C})$, and the second one the cohomology of the fibre $\mathbf{T}$. The element $x_{0,1}$ generates $0,1 E_{2}^{0,1}$ and is mapped by $d_{2}$ into ${ }^{0,2} E_{2}^{2,0}$, which is zero, hence $d_{2}\left(x_{0,1}\right)=0$. If $d_{2}\left(x_{1,0}\right)=0$, then $x_{1,0}$ would be a permanent cocycle and would show up in $E_{\infty}$ (see 7.4), which would contradict 9.4. We may therefore assume that $d_{2}\left(x_{1,0}\right)=x_{1,1}$. A routine computation then yields:

$$
E_{3} \cong \Lambda\left(y_{v+1, v}, x_{0,1}\right),
$$

where

$$
y_{v+1, v}=\chi_{3}^{2}\left(x_{1,1}^{v+1} \otimes x_{1,0}\right) \in^{v+1, v E_{3}^{2 v, 1} .} .
$$

$y_{v+1, v}$ and $x_{0,1}$ have fibre degree one, hence are $d_{r}$-cocycles for all $r \geqq 3$, whence $E_{3} \cong E_{\alpha}$. Since $E_{\infty}$ is a free anticommutative graded algebra, we have $E_{\infty} \cong H_{\bar{\partial}}\left(\mathrm{M}_{u, v}\right)$ also multiplicatively.

If now $0<u \leqq v$, consider the fibering $\eta_{u, v}$ of $\mathbf{M}_{u, v}$ over $\mathbf{P}_{u}(\mathbf{C})$, with fibre $\mathbf{M}_{0, v}$ (9.2). Its structure group is connected, since the base is simply connected, and it acts trivially on the $\delta$-cohomology of the standard fibre (9.3). We may therefore apply 2.1 , and we have

$$
E_{2}=\mathbf{C}\left[x_{1,1}\right] /\left(x_{1,1}^{w+1}\right) \otimes \Lambda\left(x_{v+1, v}, x_{0,1}\right) .
$$

As before, it is seen that $x_{0,1}$ is a $d_{2}$-cocycle, hence a permanent cocycle. Since $u \leqq v$, there is no element of type ( $v+1, v+1$ ) with a strictly
positive base degree in the spectral sequence, hence $x_{v+1, v}$ is a permanent cocycle too. The base terms being always permanent cocycles, it follows that $d_{r}=0,(r \geqq 2)$, and that $E_{2} \cong E_{\infty}$. We have therefore $E_{\infty} \cong H_{\bar{\partial}}\left(\mathbf{M}_{u, v}\right)$ at least additively. But representatives of $x_{v+1, v}, x_{0,1}$ in $H_{\bar{\delta}}\left(\mathbf{M}_{u, v}\right)$ are always of square zero, and there is a representative $y_{1,1}$ of $x_{1,1}$, namely $\pi_{u, v}^{*}\left(x_{1,1}\right)$, such that $y_{1,1}^{u+1}=0$. From this it follows immediately that $E_{\infty}$ and $H_{\bar{\partial}}\left(\mathbf{M}_{u, v}\right)$ are also isomorphic as algebras, which proves the theorem.

Remark. The $\bar{\partial}$-cohomology of the Hopf manifold $M_{0, v}$ is computed in Kodaira-Spencer [5], § 15 for $v=1$, in Ise [1] for any $v$. Theorem 4 of Ise [1] also describes the $\delta$-cohomology of a Hopf manifold with coefficients in a line bundle.
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anti-isomorphism 117
- \#, \# 120
arithmetic genus $p_{a}(V), P_{a}(V) 1,151$
$-\chi(V) 2,123$
associated fibre bundle 41
- partition of unity 30

Atiyah, M. F. 1, 2, 13, 14, 51, 56, 73, $90,113,158,166,173,176,178,179$, 182, 183, 184, 187, 188, 193, 194, 195, 196, 198, 199, 200, 201
automorphic forms $152,161,164,165$, 201
axioms for Chern classes 58

- for Whitney classes 73
$B, \mathfrak{Z} 9$
$B(G) 74$
$B(W), B(X) 179,189$
$B^{p .1} 123$
$B^{p, q}(V, W) 121$
$b_{r}(V) 72,124$
B(SO(k)) 83
$B(\mathrm{U}(q)), B(0(k)) 74$
basis 16
- sequence 79

Bergmann metric 161
Bernoulli numbers 12

- polynomials 16

Bertini, E. 139
Betti number $b_{r}(V)$ 72, 124
birational invariance 2, 176
Blanchard, A. 142, 215
Bochner, S. 140, 215
Borel. A. 49, 58, 60, 61, 65, 103, 104 , $112,113,141,156,157,158,162,163$, $164,169,170,171,172,173,175,180$, 183, 198, 199, 201, 202, 205
Вотт, R. 51, 161, 169, 182, 183, 195, 196 199, 201
bounded domain 161

- manifold 81, 82

Bourbaki, N. 29, 46, 47
Brieskorn, E. 160, 201
bundle $\xi^{\Delta}$ along the fibres $100,174,205$

[^2]$\chi(X, \mathfrak{S}) 33$
$\chi(V, W), \chi(V), \chi^{p}(V, W), \chi^{p}(V)$
122, 123
$\chi_{y}(V, W), \chi_{\nu}(V) 122,123$
$\chi_{\nu}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}, \chi_{\nu}\left(F_{1}, \ldots, F_{r}\right)_{V}$,
$\chi\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V}, \chi\left(F_{1}, \ldots, F_{r}\right)_{V} 135$
Calabi, E. 215
canonical C*-bundle 98

- divisor 2, 117
- line bundle 117
- isomorphisms 47
- presheaf of a sheaf 20

Cartan, E. 159, 163
Cartan, H. 1, 4, 5, 7, 16, 34, 51, 74, 114 , $118,122,167,168,169,188,193$
Cassels, J. W. S. 166
Cauchy, A. L. 11, 12, 14
C*-bundle 49
$C^{\infty}$-differentiable 6, 24, 89
$\chi_{\text {モCH }}$ cohomology 57, 62, 73
cell 50
ch, $\operatorname{ch}(\xi) 91$
characteristic power series of an $m$ sequence 9
Chern, S. S. 2, 64, 85, 90, 157
Chern character of $\mathbf{U}(q)$-bundle 91

-     - of coherent analytic sheaf 172
-     - of difference bundle 179
-     - of element of $K(X) 177$
- classes of $\mathbf{U}(q)$-bundle 58
-     - of an almost complex manifold 67
-     - of a complex manifold 68
- numbers of a manifold 92,112

Chevalley, C. 103
Chow, W. L. 1, 158, 172
class $C^{\infty} 24$
classification theorem for bundles 58, 74
classifying space 74
cobordant 82
cobordism ring 82, 89, 112, 194
coboundary homomorphism 25, 28, 29
cochain 25
cocycles 38
cofine coverings 17
coherent 167
cohomology class of a line bundle 5, 127 cohomology groups 57
— - with coefficients in a presheaf 26

-     -         -             - in a sheaf 26
cohomology set $H^{1}(X, \mathbb{S}) 38$
compact space 17
complete intersection 159
complex analytic fibre bundle 41
-     - function 25
-     - split manifold 105
-     - vector bundle 45
- cobordism ring 112
- harmonic forms 121
- Laplace-Beltrami operator121
- manifold 24
- submanifold 69
conjugate vector bundle $\bar{W} 117$
Conner, P. E. 90, 194
constant sheaf 23
continuous action 40
- fibre bundle 41
- vector bundle 45
covering 17
- , locally finite 30
- , point finite 30
-, proper 17
$D,[D],\{D\} 115$
$|D| 116$
d, д, д̄ 36, 118
$\mathfrak{D}=\mathfrak{G} / \mathbf{C}_{\omega}^{*} 115$
$\Delta(q, \mathrm{C}) 50$
$\triangle 123$
$\delta^{\text {a }}, \delta q 25,28,29$
ס 123
121
degree of a line bundle 144
derivative of a $p$-form 36
$d$-homomorphism 133
diagonal C*-bundles 53
Dieudonné, J. 30
difference bundle 179
differentiable 6, 89
- fibre bundle 41
- manifold 24
- submanifold 68
- vector bundle 45
differential forms 35, 36
-     - of type $(p, q) 68,118$
- p-forms 36
- operator 121, 184, 185
differentials of first kind 1, 124
dimension 8, 57
Dirac operator 198
direct image sheaf 168
- limit 19
distinguished element 38
divisor $D$ of $V 114$
- of meromorphic function 115
- classes 115

Dolbeault, P. 4, 6, 7, 114, 118, 119, 127
Dold, A. 51, 74, 89
Dombrowski, P. 47, 186
dual bundle $\xi^{*} 48$

- vector bundle $W^{*} 47$
duality formula for Todd genus 93, 95
-- - for $T_{\nu}$-characteristic 97, 99
duality operator* 120
- theorem of Serre 122

Dynin, A. S. 186
$E\left(V_{n}\right), E(X)$ 70, 72
$e(\xi), e(W) 71,180$
$\mathfrak{E}(q) 100$
$\eta_{n} 58,73$
Eckmann, B. 125, 215
effective action of group 40

- harmonic form 125

Eger-Todd classes 2
Eilenberg, S. 19, 57, 83, 178
element of type ( $p, q$ ) 118, 124
elliptic differential operator 121, 185
embedding 21, 198
epimorphism of presheaves 19

- of sheaves 18

Euler class e( $\xi$ ), $e(W)$ 71, 180
Euler-Poincare characteristic $E\left(V_{n}\right)$ 70, 72

-     - $\chi(X$, ©) 33
-     - $\chi(V, W) 122$
exact cohomology sequence for presheaves 29
-     - for sheaves 33
- sequence 21
-     - of vector bundles 54
extension of a section 51
- of a sheaf 23,174
exterior product 46
extraordinary cohomology theory 178 , 183
$f^{*}, f^{*} \eta$ 42, 58
$f^{!} 177$
$f_{*}, f_{*}^{q} \in 168,171$
t! 170, 200
$\left(F_{1}, \ldots, F_{r}\right) 135$
$\left(F_{1}, \ldots, F_{r} \mid, W\right)_{V} 144$
F (q) 50
fibre 40
- bundle 8, 40
- -, complex analytic 41, 114
- -, continuous 41
- -, differentiable 41
fine resolution 35
- sheaf 34
flag manifold 50, 109
Floyd, E. E. 90, 194
formal adjoint of differential operator 185, 186
forms of the first kind 124
-     - degree p 35
-     - type $(p, q) 68,118$
_ - - - with coefficients in $W 119$
four term formula 131, 160
Frenkel, J. 74
functional equation for virtual $T_{\nu}$-genus 95
-     - for virtual index 88
-     - for virtual $\chi_{\nu}$-characteristic 136
fundamental class of Kähler metric 123
- cycle of oriented manifold 3,76
$G_{c}, G_{b}, G_{\omega} 39$
$g_{g} 1,124$
G-R-R 172
$\mathbf{G L}(q, \mathbf{C}), \mathbf{G L}(q, \mathbf{R}) \mathbf{7}, \mathbf{8}$
$\mathbf{G L}(r, q-r ; \mathbf{C}), \mathbf{G L}(r, q-r ; \mathbf{R}) \mathbf{5 0}$
G 115
$\mathfrak{G}(r, q-r ; \mathbf{C}), \mathfrak{G}(r, q-r ; \mathbf{R}) \mathbf{5 0}$
$\gamma, \gamma(D) 187,196$
$\Gamma 112$
$\Gamma(U$, ( ) 20
$G$-bundle 8,41
$G$-vector bundle 195
Galots, E. 108
Gelfand, I. M. 186
generalised Todd genus 93
genus of a multiplicative sequence 77
geometric genus 2
germ 19
Godement, R. 16, 74, 168, 169
Grassmann manifold 50
Grauert, H. 16, 139, 167, 169, 170
Griffiths, P. A. 140
Grothendieck, A. 42, 60, 74, 75, 118, 158, 166, 167, 170, 172, 173
Grothendieck group $K_{\omega}(X) 170$
- $K_{\omega}^{\prime}(X) 171$
- ring $K(X) 177$

Grothendieck-Riemann-Roch theorem 172, 201
group of divisor classes 115

-     -         - of an algebraic manifold 141
-     -         - of a Kähler manifold 127

Gugenheim, V. K. A. M. 203
Guggenheimer, H. 125
Gysin homomorphism 63, 71, 171, 183
h, h 134
$\tilde{h}, \widetilde{H} 159$
$h_{n} 58$
$h_{g}, \hat{h}_{s} 134$
$H^{i}(V, W) 114$
$H^{0}(V$, (1) 115
$H^{p . e}(V, W) 119$
$H^{1,1}(V, \mathbf{R}), H^{1,1}(V, Z) 138$
$H^{*}(X, A) 57$
$H^{4}(X$, S $) 27,38$
$H^{a}(\mathfrak{U}$, (S) 26, 38
$h^{\text {p.e }}(V, W), h^{p, \ell}(V) 122$
Harish-Chandra 163, 165
harmonic forms 121

-     - of type ( $p, q$ ) and class $k 126$

Hausdorff space 16
Helgason, S. 162, 163
hermitian anti-isomorphism 118

- metric on V 123

Hilbert characteristic function 1, 151
Hirsch formula 75, 163
Hodge, W. V. D. 1, 2, 6, 124, 125, 127, 139, 190
Hodge index theorem 125-127, 158, 190

- manifold 139

Holmann, H. 42, 45, 51, 52, 74
holomorphic divisor 115

- forms 118
- function 25
- map 168
- section 41
holomorphically complete manifold 168 homogeneous bounded domain 161
homomorphism of presheaves 19
- of sheaves 18
- of vector bundles 54
homotopic maps 50
homotopy operator 26,34
$\operatorname{Hom}\left(W, W^{\prime}\right) 47$
Hopf manifold 215, 217
- $\sigma$-process 176

Horrocks, G. 166
hyperplane 58, 139

- sections 139
hypersurface 159
$\iota(a, b) 120$
image of sheaf homomorphism 21
imbedding; see embedding
immersion 198
index of bilinear form 84
- of elliptic operator 186,196
- of oriented manifold 84
- of KÄhler manifold 125
- theorem of Atiyah-Singer 187, 196
-     - of Hirzebruch 86, 196
-     - of Hodge 125, 190
indicator 107
induced $G$-bundle 43
induction method in algebraic geometry 145
integrality of Todd genus 111, 113, 184, 199
- theorems for almost complex manifolds 113, 184
-     - for differentiable manifolds 197-199
irregularity 2
Ise, M. 165, 217
isomorphism classes of fibre bundles 8, 41
- of fibre bundles 40
- of presheaves 19
- of sheaves 18
isomorphisme canonique 47
jacobian matrix 66, 67

K 117
$\left\{K_{j}\right\} 9$
$K(X) 177$
$K_{\omega}(X) 170$
$K_{\omega}^{\prime}(X) 171$
$x^{n} 87$
$x_{n} 15,92$
Kähler, E. 2, 123
KÄHLER manifold 123

- metric 123

Kahn, P. J. 90
Kaup, L. 169
kernel of sheaf homomorphism 21
Kervaire, M. 183
$K$-genus 77

Kodaira, K. 1, 4, 5, 6, 7, 114, 118, 120, 121, 122, 127, 131, 138-141, 150, $151,152,155,157,160,161,163,203$, 205, 207, 217
Koszul resolution 181
Kronecker product 48
Kundert, E. G. 64
KÜnneth theorem for sheaves 169, 174
$L(D) 116$
L, 12
$\lambda^{p} T, \lambda^{p} W 47,68$
$\lambda^{p} \xi 48$
Lamotien, K. 201
Lang, S. 24, 47
Langlands, R. P. 165, 201
Laplace-Beltrami operator121
Laplace operator $\triangle 123$
Lefschetz, S. 72, 127, 161, 196
Leray, J. 1, 168, 169, 171
L-genus 77
Lie, S. 103
Lie groups 41-45
lifting 44
line bundle 45
linear complex 166

- differential operator 184, 185
- equivalence of divisors 115
- genus 154
local section 43
locally compact 29
- finite covering 30
$M(\mathbf{S O}(k)) 83$
$\mu\left(L_{k}\right) 13,81$
$\mu\left(T_{k}\right) 14$
Malgrange, B. 167
manifold 24
- with boundary 81
- with KÄhler metric 123

Maxwell-Todd relations 153
Mayer, K. H. 194, 197, 198, 199, 201
meromorphic function 114
Milnor, J. 47, 74, 75, 81, 89, 90, 112, 183, 199, 201
monoidal transformation 175
monomorphism of presheaves 19

- of sheaves 18

Montgomery, D. 215
Morita, K. 30
Morse theory 183
$m$-sequence 9
multiplicative properties of index 85, 157

-     - of Todd genus 93, 111, 112, 175
-     - of $\chi_{y}$-genus 156, 214
- property of genus 2, 77, 93
- sequence 9
$\mathfrak{q}, \mathfrak{R}^{n} 89$
$\nu, \mathrm{R}^{\nu} \mathbf{6 8}, 69$
Nakano, S. 2, 140
Narasimhan, M. S. 166
neighbourhood 16
Newton formula 11, 92, 182
Noether, M. 154
non-embedding theorem 198
non-immersion theorem 198
non-oriented cobordism 89
non-singular divisor 69, 115
- variety 1

Nörlund, N. E. 16
normal bundle 68, 69

- space 30
normaliser 60
Novikov, S. P. 74, 112
$\Omega, \Omega^{m}, \Omega_{n} 82,194$
$\Omega=\Omega(1) 114$
$\Omega(W) 46$
冗, §n 78
$\Omega \otimes \mathbf{Q}, \Omega^{4} \otimes \otimes \mathbf{Q}$
$\omega 123$
obstruction theory 5, 61
Ока, K. 167
open covering 17
- neighbourhood 16
orientation of an almost complex manifold 67, 112
- of a complex manifold 2, 125
oriented differentiable manifold 66, 76
- homotopy type 90
orthogonal 85
$p_{a}(V), P_{a}(V) 1,151$
$P^{\prime} 151$
$p_{i}(\xi), p(\xi), \gamma(\xi) 65$
$\mathrm{P}_{n}(\mathrm{C}) 3,8,58$
$\mathbf{P}^{\boldsymbol{n}}(\mathbf{R}) 73$
$\pi(k) 76,92$
$\pi_{i}(X) 74$
$\psi 65$

Palais, R. 186, 188, 192, 193, 198, 201
paracompact space 30, 50
parallelisability of spheres 183
partition of unity 30
periodicity theorem 182
Picard manifold 150, 155
place functions 114
PlÜcker coordinates 166
plurigenus 151
Poincare duality 63, 86

- lemma 37, 118
- polynomial 127
point finite covering 30
Pontrjagin, L. 41, 82
Pontrjagin classes of combinatorial manifold 74
_ - of differentiable manifold 66
-     - of $\mathbf{0}(q)$-bundle 65
-     - of vector bundle 65
- numbers of $V_{n} 76$

Porteous, I. R. 175, 176
positive 115, 138
positive complex analytic line bundle 139
postulation formula 1, 151
presheaf 18
principal fibre bundle 41
product of two oriented manifolds 76
projection map 40
projective space $3,8,58,73,165$

- variety 1
projectively induced 139
proper covering 17
- map 170
properly discontinuous 161
$p$-vectors 46
$Q(x) 13$
$Q(y, x) 15$
$Q(z) 10$
quotient bundle 53, 54
- presheaf 19
- sheaf 22

R-R 155
$R(x) 95$
$\widehat{R}(x) 136$
$R(y ; x) 94$
$\varrho 65$
$\varrho(P) 107$
rational variety $2,3,163$
real Laplace operator $\triangle 123$
reduction of structure group 44
refinement of a covering 17
Remmert, R. 16, 167, 169
resolution of a sheaf 35
restriction of a sheaf 23
Rham, G. de 6, 24, 35, 37, 123, 124, 190, 208, 213
Riemann sphere 62

- surface 2

Riemann-Roch problem 4, 116, 140
Riemann-Roch theorem for:
algebraic curve 143, 144

- surface 153,154
- manifold 148, 149, 155, 174
complex analytic line bundle 149
- analytic vector bundle 155
differentiable manifold 200
embedding 173, 174
map of algebraic manifolds 172
Roberts, R. S. 199
Rohlin, V. A. 74, 199
roots of a Lie group 104
Rothenberg, M. 60, 65
$S 129$
$s\left(M_{n}\right) 112$
$s\left(V^{4 k}\right) 79$
$S(E), S(W), S(X) 179,181,184$
Spin (2n) 198
Spin $^{c}(2 n) 199$
$\sigma_{r}(D) 184,185$
Sampson, J. H. 169, 176
Sanderson, B. J. 198
scalar product $(\alpha, \beta) 121$
Schwartz, L. 188, 193
section extension property 51
- of a sheaf 20
- of a fibre bundle 41

Seeley, R. 193, 196
Segal, G. B. 195, 201
Segre, B. 176
Selberg, A. 165
sequence 21
Serre, J.-P. 1, 4, 5, 7, 16, 20, 31, 32, 57, $83,85,114,118,119,122,123,124$, $125,150,151,153,155,158,167,168$, $169,170,171,172,173,175,206$
Seshadri, C. S. 166
Severi, F. 1, 2, 151, 152
Shapiro, A. 199
sheaf 17

- analytic coherent 167
- constructed from presheaf 19
- of germs of local functions $23,24,25$
- of germs of local sections 46
shrinking theorem 30
simplicial cohomology 57, 62
Singer, I. M. 90, 158, 184, 187, 188, 193, 194, 195, 196, 198, 199, 201
Solovay, R. 201
spectral sequence $157,168,169,171,204$
Spencer, D. C. 1, 4, 5, 6, 7, 114, 121, 127, 131, 150, 151, 155, 157, 203, 205, 207, 217
split manifold 105
splitting method $59,72,74,100$
stalk 17
Stasheff, J. 75
Steenrod, N. 19, 43, 45, 51, 52, 57, 58, $60,61,65,67,70,74,83,178$
Steenrod approximation theorem 52
- cohomology operations 73, 74, 83

Stein manifold 168
Stiefel manifold 58, 61
Stiefel-Whitney class of manifold 73

- numbers 89
strongly elliptic 186
structure group 40, 44
- sheaf 42
subbundle 53, 54
submanifold, almost complex 70
-, complex 69
-, differentiable 68
subpresheaf 19
subsheaf 20
sum of two oriented manifolds 78 superabundance $\sup (F) 154$
support 30
Švarc, A. S. 74
symbol of a differential operator 184,185
symmetric bounded domain 162
- manifold 162
$T_{k} 13$
$T\left(M_{n}\right), T^{p}\left(M_{n}\right), T_{y}\left(M_{n}\right) 93$
$T\left(M_{n}, d\right), T\left(M_{n}, \xi\right), T_{y}\left(M_{n}, \xi\right) 96,97$
$T_{n}\left(y ; c_{1}, \ldots, c_{n}\right), T_{n}^{p}\left(c_{1}, \ldots, c_{n}\right) 15$
$T^{\prime} 90$
$T\left(v_{1}, \ldots, v_{r}\right)_{M}, T^{p}\left(v_{1}, \ldots, v_{r}\right)_{M}$, $T_{y}\left(v_{1}, \ldots, v_{r}\right)_{M} 95$
$T\left(v_{1}, \ldots, v_{r} \mid, \xi\right)_{M}, T^{p}\left(v_{1}, \ldots, v_{r} \mid, \xi\right)_{M} 98$
$T_{y}\left(F_{1}, \ldots, F_{r} \mid, W\right)_{\nabla}, T_{y}(V, W) 146$

Te 50
$\mathrm{T}(q) 100$
T, $\boldsymbol{T} 67$
$\mathfrak{T}, \boldsymbol{\mathfrak { T }} 67$
$\mathbf{R}^{\mathfrak{T}}, \mathbf{R}^{\mathfrak{T} \mathbf{C}} 66$
$\theta 67$
R $\boldsymbol{\theta} 66$
$\vartheta 121$
$\tau$ 193, 196
$\tau(D) 186,196$
$\tau\left(V^{n}\right) 84$
$\tau\left(v_{1}, \ldots, v_{r}\right) 88$
tangent $\mathbf{G L}(\boldsymbol{n}, \mathbf{R})$-bundle $\mathbf{R}_{\mathbf{\theta}} \mathbf{6 6}$
tangent GL( $n, \mathbf{C}$ )-bundle $\theta 67$
$T$-characteristic of a $\mathbf{G} \mathbf{L}(q, \mathbf{C})$-bundle 96
$T_{\boldsymbol{y}}$-characteristic of a $\mathbf{G L}(q, \mathbf{C})$-bundle 97
td, $\operatorname{td}(\xi) 91,177$
tensor product of bundles $\xi \otimes \xi^{\prime} 48$

-     - of vector bundles $W \otimes W^{\prime} 47$

Тном, R. 1, 6, 7, 63, 69, 71, 74, $81-89$, 147, 180
Тном algebra; see cobordism ring
Тном isomorphism 63, 71, 180, 182,188
Todd, J. A. 2, 14, 91, 153, 176
ToDd class of $\mathbf{U}(q)$-bundle 91

- genus of manifold 3, 93, 184
- polynomials 3,13-16
topological group 39
- index 187, 196
- space 16
torus 50
triangular matrices 50
trivial extension of a sheaf 23
- fibre bundle 41
- line bundle 1114
tubular neighbourhood 69
Turin, A. N. 166
type (F) 33
type $(p, q) 68,118$
$\mathfrak{U 1 7}$
U-cocycle 38
uniqueness of Chern classes 59
universal principal bundle 74
- $\mathbf{U}(q)$-bundle 58
$V_{n}^{\left(a_{1}, \ldots, a_{r}\right)} 159$
( $V, W) 144$
Vandermonde determinants 80, 109
vector bundle 45
— - $\lambda^{p} W^{*}$ of $p$-forms 47
— — $\lambda^{y} W$ of $p$-vectors 47
- bundles over projective space 59,165

Vekua, I. N. 186
Ven, A. J. H. M. van de 176
virtual almost complex submanifold 95

- arithmetic genus 135
- $\chi$-characteristic 135
- $\chi_{y}$-characteristic 135
-     - for algebraic manifolds 142
- Euler-Poincaré characteristic 96
- index 88
- Todd genus 95
- $T_{y}$-characteristic 98

Volpert, A. I. 186
volume element 2, 162
$w(X), w_{i}(X), w_{i}(\xi) 73$
Waerden, B. L. van der 2
Wall, C. T. C. 90
Washnitzer, G. 158, 169, 176
weak complex structure 112
weakly almost complex manifold 112
Weil, A. 5, 24, 123, 125, 155, 156, 203
WEyl, H. 4, 164
Whitney class of $0(q)$-bundle 73
— - of differentiable manifold 73

-     - of topological manifold 74

Whitney multiplication formula 64

- sum of bundles $\boldsymbol{\xi} \oplus \xi^{\prime} 48$
— - of vector bundles $W \oplus W^{\prime} 47$
Wood, R. 182
Wu, Wen-Tsun 7
$X^{4} 104$
$\xi^{\Delta} 100$
Z 24
$Z^{p} 37$
$\mathbf{Z}\{y\}, \mathbf{Z}[y] 132$
Zappa, G. 164
Zariski, O. 139, 141, 154
Zariski topology 172
zero presheaf 28
- sheaf 21

Zeuthen-Segre invariant 154
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