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Exercise 1 (Linear regression)
(a) First of all, we have Y; ~ N(x!3,0?). Since we assume independence, we have that
the log-likelihood is

1(B,0%) =log f(y;B,0°)
= "log f(yi; B, 0%)
=1

= 1
= [-0.5log(27) — 0.5log 0 — 05— (y; — z! 3)?]
=1

1
= — 0.5nlog(27) — 0.5nlog o® — O'5ﬁ Z(yl —x!'B)?

i=1

We see that the only term that involves 3 is the last one so that maximizing the
(log-)likelihood is equivalent to minimizing

n

Y (i—xB) = (Y -XB)" (Y - XB)

=1
(b) We have that
Y -XB)T(Y -XB8)=YTY -28"XTY + ' XTX}3

and

0 T _ T T
oY X (Y - XB) = —2X"Y +2X"Xp

which is equal to zero for

B=[X"X"'X"Y



(¢) We have that

n

n 1
928" == 0'5; + 05? Z(yi —x73)?

=1

which is equal to zero if
ot = L i(y' -z 8)?
(e Z l

resulting in that the maximum likelihood estimate becomes

(d) Define Y = AZ + b. Then

Y; = Z AjiZx + b;E[Y;) Z AjpZi +bj) =Y ApE[Z) + b
k

which combined gives E(AZ + b) = AE(Z) + b.
Further, defining 3 = V[Z], we have

Var[Y;] :Var[z AjZi + b)) = Var[z A7)

= Z Z VarA;, A;Cov|Zy, Z)) = Z Z VarAj, A,

k
COV[Y}, Ym _COV Z A]ka + bj, Z Alel + bm]

=Cov] Z AjZy, Z AmiZ)]
— Z Z Ajp A Cov|Zy, Z)) = Z Z Ajp Ay

which combined gives V(AZ +b) = AV(Z)AT = AX AT,

() We know that variances always are positive. Now consider Z = a’ V. Then V[Z] =

a’Xa > 0 which proves that X is positive (semi-)definite.
(f) We have that
EY]|=E[XB+¢€]=Xp
E[B) =E[X"X"'X"Y] = [X"X|"' X" E[Y]
_XTX] I XTXB - 3



(9) We have

V(8] =V[[ X" X]|' X"Y]
=[XTX]'XTV[Y|X[XTX]!
=[XTX|'XToPIX[XTX] ™!
= XTX|T'XTX[XTX] ' =2 XT X

Exercise 9 (Multinomial regression)
(a) We have for k >0

o exp(Oko + D20 Oryj)

- Zf;l exp(fio + Z§:1 Or,57;5)

~exp(Bro — oo + 35 Ok — 0o,);)
S exp (B0 — foo + 30 (615 — Boa);)
~exp(Bro — oo + 25 Ok — 0o,)T;)
1+ 0 exp (o — foo + S0y (015 — Bo.))
~exp(Bro + 2002 Bryry)

1+ exp(Bo + X Bury)|

for By ; = 0k ; — 6o,;. The last equation follows by the sum to 1 constraint.

(b) We have that

Pr(Y = k|x)

Pr(ZF = 1|x;) =Pr(Y; = k|Y; =k or Y; = 0, x;)
- Pr(Y; = klx;) + Pr(Y; = 0|z;)
exp(Br,0+ 30 _1 Br,j%;)
435 exp(Br0+30_, Brjy)
exp(Br,0+>_5_ 1 Br,j%5) 1
1+ exp(Bro+ by Bijmy) 143 ey exp(Brot+>b_y Br;es)

~exp(Bro + 2252 Brj)
exp(Bro + D25y Bryry) + 1

which means that if we only are considering these specific data, we have a standard
logistic regression model and the 3’s can be estimated by standard procedures.

(c) See Extra_9.R

(d) See Extra_9.R



