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Problem 1 Penalized regression

Consider the following figure from the text book (Hastie, Tibshirani &
Friedman, 2009, The Elements of Statistical Learning):

(Continued on page 2.)
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a

Identify the techniques that the three top plots refer to and explain what
these plots show.

b

Explain what it is shown in the bottom two plots.

c

In the context of linear regression, show analytically that the ridge estimator
has larger bias than the ordinary least square estimator.

d

In the context of linear regression, show analytically that the ridge estimator
has smaller variance than the ordinary least square estimator.

Problem 2 Cross-validation

Consider a classification problem in which a large number of continuous
predictors is available. The following procedure is applied:

1. reduce the number of predictors by selecting only those that are most
correlated with the outcome;

2. build a multivariate classifier using the predictors selected in the
previous step;

3. use cross-validation to estimate the unknown tuning parameters and
to estimate the prediction error of the final model.

a

Explain why this procedure is incorrect.

b

Suggest an alternative procedure to derive a correct estimate of the
prediction error of the final model.

Problem 3 Boosting

Consider the AdaBoost algorithm for classification, where the outcome is
y ∈ {−1; 1}:

(Continued on page 3.)
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a

Describe the original idea behind the AdaBoost algorithm.

b-c-d
Show that the AdaBoost algorithm reported above can be interpreted as a
forward stagewise modelling procedure which minimizes the loss function
L(y, f(x)) = exp{−yf(x)}. Following this interpretation, the current
estimate fm−1(x) is updated by adding the step-specific result of the classifier
Gm(xi) to produce a new estimate fm(x). In particular, at each step m one
must find Gm and αm such that

(αm, Gm) = argminα,G
N∑
i=1

exp{−yi[fm−1(xi) +
α

2
G(xi)]}.

Show that:

b

Gm(x) = argminG
N∑
i=1

w
(m)
i I(yi 6= G(xi)),

where w(m)
i = exp{−yifm−1(xi)};

c
αm = log

1− errm
errm

,

where errm =
∑N

i=1 w
(m)
i I(yi 6=Gm(xi))∑N

i=1 w
(m)
i

;

d
w

(m+1)
i ∝ w(m)

i exp{αmI(yi 6= Gm(xi))}.

THE END


