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Autumn 2015

Teacher: S. Ortiz-Latorre

Brownian Motion and Stochastic Calculus

Recall first some definitions given in class.
Definition 1 (Def. Class) A standard Brownian motion is a process satisfying

1. W has continuous paths P-a.s.,
2. Wo =0, P-a.s.,
3. W has independent increments,
4. For all 0 < s < t, the law of Wy — Wy is a N(0, (t — 5)).
Definition 2 X is a Gaussian process if for any t1,ta, - t,, € Ry, n € N the vector
(X, Xtgy ooy Xt,))s
s multivariate normal.

A useful criterion to check if a vector is multivariate normal is the following

Proposition 3 A vector (X1, ..., X,,) is multivariate normal if and only if for all \; e R,i=1,...,n
one has that the random variable Y, i X; is (univariate) normal.

Remark 4 Note that, by proposition 3, we may assume that the times {t;}i=1,.. n in definition 2
are ordered, i.e., 0 <ty <ty < -+ < t,.

In Exercise 1 the following alternative definition of Brownian motion is introduced.
Definition 5 (Def. Gaussian) A standard Brownian motion is a process satisfying

a) W has continuous paths P-a.s.,
b) W is a Gaussian process,

c) W is centered (E[W;] =0) and the covariance function

K(s,t) 2 B[(W; — E[W;]) (W, — E[W,])] = E[W,W,] = min(s, ).

Recall also the definition of F-Brownian motion.
Definition 6 A F-Brownian motion W is a real stochastic process adapted to F satisfying

1. W has continuous paths P-a.s.,
2. Wy =0, P-a.s,
8. For all 0 < s < t, the random variable Wy — W is independent of Fy.

4. For all 0 < s < t, the law of Wy — Wy is a N (0, (t — 5)).
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1. In this exercise we have to show that Def. Class is equivalent to Def. Gaussian

Def. Class = Def. Gaussian.: Clearly 1. = a). Properties 3. and 4. yields that for any 0 <
t <ty <--- <ty,n €N the vector

We, =Wt s We oy = Wey s Way )
has multivariate normal distribution and, by a linear transform, we get that
(Wt17 ey th—w th)

has a multivariate normal distribution. Alternatively, for all A; € R;i = 1,...,n we have that

> AW, =
i=1 4

which is a univariate normal by properties 3. and 4. Hence, we can conclude that W is a
Gaussian process. By 4. we get that E[W;] = 0 for all ¢ > 0. Moreover, if s < ¢t we have that

n 7 n

Ai Z (Wy, =Wy, _,) = Z ZN, (Wi, =W, _,),
1

i=1 i=1 \i=j

K(s,t) = BWW,]=BE[W,(W;, — W)+ W?2] = E[W,(W; — W,)] + E[W?]
= E[WLE[(W; — W,)] + s =s,

where we have used 3. and 4. A similar reasoning can be done if ¢ < s, so we get that
K(s,t) = min(s, t).

Def. Gaussian = Def. Class.: Clearly a) = 1. By property ¢) we have that E[Wy] = 0
and E[WZ] = K(0,0) = 0, which yields that W, = 0, P-a.s. and, hence, property 2. is
satisfied. Note that if (71, Z2) is bivariate Gaussian then Z; is independent of Z5 if and only
it E[Z1Z5] = E[Z1]E[Z5]. In order to prove 3., we have to show that W; — W; is independent
of W, — W, for any 0 < u < v < s < t. As W is a Gaussian process by b), we have that
(Wy — Wy, W,, — W,,) is bivariate Gaussian and it suffices to prove that

E[(W; — W )(W, — W,)] =0,
but using property c) we get that

E[(Wt - WS)(WU - Wu)} = K(ta ”U) - K(t7u) - K(S,”U) + K(Sau)

= v—u—v+u=0.

Finally, by b) again, we have that for all 0 < s < ¢ the law of W; — W, is Gaussian. And using
¢) we get that

EBW, = W,] = E[W]-E[W]=0,
VarlW, - W, = E {(Wt _ WS)2]

K(t,t) — K(t,s) — K(s,t) + K(s,8) =t — s,

which yields property 4.
2. W is a Brownian motion, a > 0 and F the minimal augmented filtration generated by W.

(a) Xy = —W;,t € Ry @ X has continuous paths P-a.s. because W has continuous paths
P-as.. Forany 0 <t <ty <---<t,,n €N the vector

(tha ~~~ath,—17th) = (_th"" _th_u _Wt )

n
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is Gaussian because (Wy,, ..., Wy, _,, W, ) is Gaussian, as W is a Gaussian process. More-
over
E[Xt} - E[—Wt] = —E[Wt] == 0,
K(s,t) = E[X:X{] =E[(-W;)(—W;)] = B[W;W;] = min(s, t).
Therefore, by the previous exercise we can conclude that X is a Brownian motion. Note
also that F = FX. This is because X; = ¢(W;), where p(x) = —z is a bijection. This yields

that o(X;) = o(W;) and, therefore, FX = 0(X,:0<s<t)=0(W,:0<s<t)=F
for any t. Hence, we can conclude that X is also an F-Brownian motion.

(b) X = Wyt —W,,t € R: X has continuous paths P-a.s. because W has continuous paths
P-a.s.. For any 0 < t; <ty < --- < t,,n € N the vector

(Was Wastrsoos Wart_1s Wase,),

is multivariate normal because W is a Gaussian process. By a linear transformation of
the previous vector we get that

(Wa+t1 - Wcm seey Wa+t”,1 - Wa7 Wa+t" - Wa) )
is also multivariate normal and, hence, the process X is Gaussian. We also have that
E[X: = E[W.n—W,]=0,
K(s,t) = E[X:Xi] =E[(Wots — Wa) Ware — Wa)]
= K(a+s,a+t)— K(a+s,a)— K(a,a+t)+ K(a,a)
= min(a+s,a+t) — min(a+ s,a) — min (a,a + t) + min (a, a)
= min(a+ s,a+t)—a=min(s,t).
Therefore, we can conclude that X is a Brownian motion. However, X is not an F-

Brownian motion because X is not adapted to F, note that X; = W, — W, depends on
W4+ which is not F; measurable.

(¢) Xt = Wye,t € Ry : X is not a Brownian motion because, although has continuous paths,
is Gaussian and centered, one has that

K(s,t) = B[X:X{] = B[X 52 W] = min(as?, as?) # min(s, t).

As X is not a Brownian motion, it cannot be an F-Brownian motion.

3. Let f € L2([0,T)) . First we will show that X, = fot f(s)dWs ~ N (O, fot |f(s)|2ds) for every

t € [0,T]. Define fi(s) £ f(s)Lj(s) and note that |f;(s)| < |f(s)| for all s € [0,T]. As f is
deterministic, we have that for all ¢ € [0, 7] the process f; it is also measurable and adapted

and
T T T
/0 | fe(s)] dS] :/0 |fe(s)] d8§/0 |f(s)]" ds < oo.

Hence, f; € Lin and X; = fot f(s)dW, = fOT fi(s)dWs. Consider a sequence of partitions

E

" ={0=to<t1 <ta < <tp_1<t,=T}n>1,

with |77 £ maxi<;<y [t; — ti_1| converging to zero when n tends to infinity. We can consider
the sequence of function f; ,(s) = Z?:_ll Je(ti)1p, t,,0)(5). We have that f;, converges A-a.e.
to f; and

E

/ |fi(s) — ft,n(s)|2ds] 2/ |fe(s) — ft,n(S)‘QdS e 0,
o 0

by dominated convergence. Hence, f, +(s) (as a process in s) is a sequence of simple processes
approximating f; in LiT and, by the construction of the It integral, we have that

T 2 (T
[ funtaw. 2o [ gisw.
0 0
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In addition, for every n > 1,

n—1

T
/0 Fran$)Ws = 37 ilts) (Wi, = W),

which is a sum of independent Gaussian random variables with law N (0, Z?;ll \Fe(t) P (& —
t;—1)). We recall the following result that we give without proof (it is easy using the relationship
between characteristic functions and weak convergence). Let Z, be a sequence of random

2
variables with laws N (0, 02). If Z,, L, 7. then 02 2 1lim, .o 02 < oo and Z, ~ N(0,02).
n—00
In our case, we have that Z., = fOT fi(s)Wy = fg f(s)Wy and o2, = fOT f2(s)ds = fot f2(s)ds.

Therefore we can conclude that X; = fot f(s)dWs ~ N(0, fg f?(s)ds). Finally, to show that X
is a Gaussian process, note that for all A; € R, and {¢;};=1,..» € R4,n € N we have that

n n ti T n
AiXe, =) A | f(s)dWs = ( Aife( )) AW,

which is an univariate Gaussian because Y ., \; ft;(s) € L*([0,T]). By the properties of the

Ito integral, we get that B[X;] = 0 and E[XX;] = Omin(s’t) 2 (u)du.

. Let W be a Brownian motion and F = F". Show that the following processes are F-martingales.
A general remark on this kind of problems: If you are given a process that is a regular/smooth
transformation of a Brownian motion, the straightforward way of checking that the process is
a martingale is to use It6’s formula.

(a) X; = exp (GWt - gt) ,t € [0,T] : X is F-adapted because X; = ¢, (W) where ¢,
is a Borel measurable function for every ¢ € [0,7]. This means that X; is o(Wy)-

measurable and, in particular, F;-measurable because o(W;) C F; for every ¢t € [0,T].
X, € LY(Q,F, P),i.e., B[|X:|] < oo because W; ~ N (0,t) and, hence,

g2
Elexp(6W;)] = exp(?t),

which yields E[|X;|] < oo. To check the martingale property E[X:|F;s] = X, we can
check that [E %U-'s = 1, because X is Fs-measurable and can go inside the conditional

expectation. We have that
X 0
E {Xjfs} = E {exp <0(Wt — W) - (- s)> |fs}
02
= Elexp (0(W, — Wy)) | Fs]exp (—2(15 — 8))

= Bloxw 00%: - Wleww (50 -9))

= (f(m)) exp (—f(m)) -1,

where we have used that exp (,%(t - s)) is deterministic, that exp (§(W; — Wy)) is
independent of Fs and the moment generating function of a normal distribution, i.e., for
Z ~ N (u,0?) we have Elexp(6Z)] = exp (,u& + %O’z) .

(b) Y; = e'/? cos(W;),t € [0,T] : Y is F-adapted by the same kind of reasoning as in section
a.. That, Y; € L*(Q, F, P) follows from the fact that |cos(z)| < 1, we have

BIY]] = B ||e"/2 cos(W))

] = !/ [|cos(W})|] < €!/? < 0.
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To check the martingale property we will use Itd’s formula. Note that Y; = f(¢,W;)
where f(t,z) = €'/? cos(z) € CV2([0,T] x R) and O,f = 3 f,0.f(t,x) = —e*/?sin(z) and
Ozzf = —f. Hence,

Y, — f(t,Wt):1+/{6tf(s,Ws)+%8mf(s,Ws)}ds+/ 0, f (s, W.)dW,
0 0

¢
1—/ e*/? sin(W ) dW,.
0

As e%/2 sin(W,) is measurable and adapted and

T
SE{/ etdtl <el'T < o0,
0

we have that e'/?sin(W;) € L? r and the It6 integral is a martingale.

T 2
E / ‘et/Q sin(Wy)| dt
0

Zy =W2 —t,t€[0,T): Z is F-adapted by the same kind of reasoning as in section a.. Z
is integrable because
E[|Z]] < E[W2] +t = 2t < cc.

To check the martingale property we could use Ité’s formula or the property that a
Brownian motion has independent increments.

E[Z|F.] = EW}—t|F]=E[(W, ~W.+ W)’ |F] -t
= B[(W, — W)’ | 7] — ER(W, - Wo)W,|F] + E[WZ|F] — ¢
= E((W, = W,)’] = 2WE[(W, — Wo)|F] + W7 — ¢
= t—s—2WB[(W, - W)+ WZ —t=W}—s=Z,
where we have used that Wy — Wy is independent of Fy, that if V is independent of G one
has that E[V|G] = E[V], that W is Fs-measurable and that W is a centered process.

Gy =e" —1- %fot eWeds,t € [0,T) : G is F-adapted because eVt is o(W;)-measurable
and o(W;) C F;. Moreover, fg eWsds is F;, measurable because (using the definition of
Riemann integrable function) is a P-a.s. limit of F;-measurable random variables. In
other words, G; only depends on the values of W up to time . G is integrable because
W; (and W) has moments exponential moments of all orders. The martingale property
follows by applying It6’s formula to g(W;) with the function g(z) = €*. Note, 0;g =
0,0.9 = 029 = g. Hence,

t t
1
g(Wt):eWtzlJr/ eWSdWS+§/ e'eds,
0 0

which yields that G; = fot eVsdW,. As e"* is measurable, adapted and

T 2 T T 4t
E / le"e|” at :/ E[eQWf]dt:/ ezdt <e’'T < oo.
0 0 0

Hence, "t € Li,T and G is a martingale (because the It6 integral of a process in LiT
is a martingale).

H; = exp (fg fsdWs — %fg ffds) ,t €[0,T), f € L?([0,T]) deterministic: H is F-adapted
because exp( fg fsdWy) is Fi-measurable as the Ito integrals is an F-adapted process. By

exercise 3., the law of fg fsdW, is N <0,f0t ffds) because f is deterministic and square

integrable. This yields that H is integrable. To check the martingale property we can
repeat the same arguments as in section a. or use Itd’s formula to h(x) = exp(x) applied
to the It6 process fot fsdW, — %fot f2ds.
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5. The square integrability of M ensure that the conditional expectation exists. The result follows
using the basic properties of the conditional expectation and expanding (M; — M,)%. We have
that

B[(M; — M,)?|F] [M} — 2M,M; + MZ|Fy]
[MZ|F,] — 2ME [My|F] + M?
[Mf o] —2M7F + M?

B [M7 = MZ|F],

E
E
E

where we have used that M, and M2 are F,-measurable and E [M;|F,] = M,, the martingale
property of M.

6. i = @(M;) where ¢ is a convex function and M is an F-martingale. Y is integrable by
assumption. Note that as ¢ is convex it is continuous and, hence, Borel measurable. Therefore,
Y; is o(M;)-measurable and, as M is F-adapted, we have that Y; is F;-measurable, which yields
that Y is F-adapted. Finally the submartingale property follows from the conditional Jensen’s
inequality and the fact that M is a martingale, i.e., if h(V) € L'(Q,F, P) and G is a sub-o-
algebra of F we have that E[h(V)|G] > h(E[V)|G]). Let’s write it:

EYi|Fs] = Elp(My)|Fs] = @(BIM:|F]) = o(Ms) = Y.

7. Let F¥ = {FX =0(X,:0 < s <t)her, and G* = {F* =0(X, — X, : 0 <u < v < t) b,
the natural filtrations generated by the process X and by the increments of the process X.
These filtrations are actually the same because for any 0 < t; <t3 <--- <t, € Ry,neN,
we have that o(X;,, X4y, ..., Xt,) = 0(Xe,, Xo, — Xtyy oy X, — Xt,_,) (note that there is a
bijection between these two vectors). The hypothesis in this problem is that the process X has
constant mean (E[X;] = m,t € R) and independent increments. The independent increments
property can be written as follows: for all s < ¢ the random variable X; — X is independent
of all random variables X, — X,, with 0 < u < v < s. Therefore, we have that X; — X is
independent of GX. Hence,

E[X; — X,|F{] = B[X; — X,|G] = B[X; — X,] = B[X,] — E[X,] =0,
and we can conclude that X is a martingale (with respect to its natural filtration F7¥).

8. Let X € LP(Q,F, P) for some p > 1 and F be a filtration in the probability space (0, F, P).
Then M; = E[X|F;] is a F-martingale. M is F-adapted by construction. We prove the p-th
integrability of M (which implies the integrability of M). It follows by the conditional Jensen’s
inequality applied to the convex function p(z) = |z|”, the conservation of expectation property
of the conditional expectation and the hypothesis X € LP(Q, F, P),

E[|M:["] = B(|IE[X|A]") < BE[X["|F])] = B[IX]"] < oo
The martingale property of M follows from the tower property of the conditional expectation

9. For this exercise I only give the solution. W = (W}, W2, W3),cr, is a 3-dimensional Brownian
motion.

(a) wy(t,Wy) =5+ 4t 4 exp (3W}) has the following It6 differential

dur(t, W) = Bexp (3W)) dW} + {4 + gexp (3W}) } dt,
u1(0,0) = 5.
(b) ua(t,Wy) = (W) + (W2)? has the following Ito differential

dus(t, W) = 2W2AW2 + 2W2dW2 + 2dt,
u2(0,0) = 0.
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(c) us(t, Wy) = log(us (t, We)ua(t, W:)) has the following Ito differential

3 3wt 2W 2
exp ( t ) - thl n . Wt .
5 At + exp (31 (W22 + (WP)2

oW _aw? + { 4+ Jexp (3W})

du;),(t, Wt)

AW

+

(W2)2 + (W2)? 5+ 4t + exp (3W})
n 2 9 exp (6W})
W22+ (WP)2 2 (5 + 4t + exp (3Wt1))2

_20WR)? + 2AWP)° } a
(WP)2 + (W§)2)?

10. Recall that a discrete time, integrable and {H, },>o-adapted process {Z,},>0 is a {H,}-
martingale if B[Z,|H,—1] = Z,—1 for all n > 1. G,, is {F,, }-adapted because H;(M; — M;_1)
is Fi;-measurable for 0 < ¢ < n and, hence, F,-measurable. Next step is to check that
E[|G,|] < oo for all n > 1. We have, using the triangular inequality and the fact that M is
integrable because it is a martingale, that

E[lGnl] = ZHi(Mi_Mi 1 ] ZEHHi(Mi_Mi—l)”
< ZCiEH(Mi_Mi 1 SZ E[|M;]] + E[|M;-1]]}
§2supE|M|ZC’<oo

0<i<n i—1

To check the martingale property we can write

B(Gn|Fn1] = }: (M; — M;_1)| Fr

= E [anl + Hn<Mn - Mn,1)|.7:n,1]
= Gnoa+ HE[M, — M, 1|F, 1]
= Gpo1 +E[M,|Fp-1] — Mp—1

= Gup1+My 1 —My_1=Gpry,

where we have used that G,,_1, H, and M,,_;are F,,_i-measurable and M is a martingale.

11. In this exercise we have to find the Itd representation of some square integrable random
variables, that is, if F € L2?(Q,Fr, P) there exists a process f € Li;T such that F =

Fl+ [ fodWs.

(a) Fy = Wp. We can write
T T T
Wp = / dW, =0+ / dW, = E[Wr] —|—/ 1dW,.
0 0 0

(b) Fy = W2. We can use Ito’s formula to get that

T 9 T
W2 Wo + / St + / QW dW;
0 0
T T
= 0+T+/ 2W dW; :E[W%H/ 2W, dW,.
0 0

(c) F5 = €"7. Here, the idea is to use that we know that f(¢t,W;) = exp(W; — %) is a
martingale so we can write it as an stochastic integral of some process in Lz’T. To find
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such a process we use It6’s formula. We have that 9, f(t,z) = —1 f(t,z) and 0, f(t,z) =
Ova f(t, ) = f(t,x). Therefore,

T
exp(Wr —T/2) =1 +/ exp (Wy — t/2) dWs,
0
which yields that
T
exp(Wr) = €772 +6T/2/ exp (Wi —¢/2) dW,
0
T
— Blexp (Wir)] + / exp (Wi + (T — £)/2) dWi.
0

Note that /2 can go inside the stochastic integral because is deterministic.

(d) Fy = fOT W,dt. By the integration by parts formula one can write

T T
TWr = | Widt+ / tdWy,
0 0

which yields

T
| wae
0

TWT—/ tdW; = / dwy — / tdWy

/OT(T—t)th— /OWtdt /OT(T—t)th.

Note that B [ [, Widt| = [ B[Wi]dt = [ 0dt = 0.

(e) Fg = fOT t2W2dt. The idea is to consider the process Y; = W2 — t that we know it is a
martingale. By It6’s formula we have that dY; = 2W;dW;. On the other hand consider
the process given by dX; = t2dt which is equal to X; = ? Now, we can apply integration
by parts formula to the process X;Y;, taking into account that d(X;)d(Y;) = 0, to get

T3 T T
TVE-T) = XYi=Xo¥+ / X,dY; + / Y,dX,
0 0
T 2. T
= o+/ gtdm/tdvm/ t2(WE —t)dt
0 0
T 4
2 T
= / *t?’Wtth +/ tQWth - T
0 3 0 4
but note that . s 7 -
T T 2
— (W3 - )——/ 2Wtth:/ ST3W,dW,.
3 3 Jo o 3

Hence, we get that

T T4 T2 T2
/ W2t = 7+/ 7T3Wtth—/ S3W AW,
0 4 0 3 0 3
T T2
= E / t2W2dt +/ g(T?’—t?’)Wtth,
0 0

because

T T T T4
E / Wdt :/ tzE[Wf]dt:/ thdt = —.
0 0 0 4
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12. P|z, and Q|#, are probabilities on (€2, F;) that are constructed by considering the restriction
of P and @, respectively, to Fy, that is, P|z, (A) = P(A) and Q|£,(A) = Q(A), A € F,. Hence,

A€ Fy such that 0 = Pl (4) = P(4) = 0= Q(A) = Q| (4),

and we get that Q|z, < P|z,. Define Zp = % and Z; = Ep[Zp|F;]. By exercise 8., we know
that Z is a F-martingale. Moreover, for all A € F; we have that

Qlr,(A) = Q(A) =Eq[la] =Ep[Zrla] = Ep[E[Zr14|F]|
EpEZr|Fil14] = BplZi1a] = Bpy,. [Zi14],

which yields that Z; = %,Ph—t—a.s. Note that we have used that Ep[X] = Ep,, [X] for

any X that is Fy-measurable. One can check this property by using the definitions of Lebesgue
integral and the fact that P|z, coincides with P on any F;-measurable set. Finally, we have
to prove that Y is a martingale under ) <= ZY is a martingale under P.

=) By exercise 32 in List 1 (see the solution of the optional exercise) We have that
BolYilF.Bp(ZIF)] = BplZYiIF), s <t 1)

Note that, as Y is a martingale under @ we get Eg[Y;|Fs] =Y, and as Z is a martingale under
P we get BEp[Z:|Fs] = Zs. Hence, the left hand side of equation (1) is equal to Z,Y; and we
can conclude that ZY is a martingale under P.

<) As ZY and Z are martingales under P, we get that Bp[Z;Y;|Fs] = Z;Ys and Ep[Z:|Fs] = Zs
and equation (1) is equal to

EqYi|Fs)Zs = Z,Ys < EqlYi|Fs] = Ys.

Therefore, we can conclude that Y is a martingale under Q.
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